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Time Series: Two independent random walks
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US Commuting Zones: Two independent spatial
‘random walks’
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US Commuting Zones: Are these variables spatial
random walks?

Data from Chetty, Hendren, Kline and Saez (2014), ’Land of Opportunity’
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Some Questions:

1. What is a spatial random walk?

(a) What is a spatial I(1) process?

2. Do spatial I(1) processes lead to spurious regressions?

3. Can you test for spatial ’unit roots’ (i.e., I(1) processes)? How?

4. Can you eliminate I(1) spatial persistence by ‘differencing’ the data? How?

5. Is there a large-sample theory that helps answer these questions?
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Question 1: What is a spatial random walk (Brownian motion)?

• Location s ∈ Rd (d = 1 time series, d = 2 geography)

• Levy Brownian motion, L(s)

– E[L(s)L(r)] = 1
2(|s| + |r| − |s− r|)

∗ var[L(s)− L(r)] = |s− r|, etc.

Realization of Levy Brownian Motion, d = 2

Notes: Rotation invariant; d = 1 Brownian motion along any lines
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Question 1 (continued): What is a spatial random walk (Brownian motion)?

• Alternative: Brownian sheet

– Y (s), s ≥ 0, E[Y (s)Y (r)] =
∏d

i=1 min(si, ri),

Realization of Brownian Sheet

Note: This is a Brownian motion in vertical and horizontal directions. Not otherwise.
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Question 1(a) : What is a spatial I(1) process?

• d > 1, Spatial I(1) process:

– Levy Browning motion:

L(s) =

∫
Rd
θ(s, u)dW (u)

... (with θ(s, u) ∝ (|s− u|(1−d)/2 − |u|1−d)/2)

– I(1) process :

Y (s) =

∫
Rd
θ(s, u)B(u)du

where B(u) is a ’weakly dependent’ covariance stationary mean zero process (Condition

1 in paper).
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Question 1(a) continued : What is a spatial I(1) process?

• Examples:

Realization of Levy Brownian Motion
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Question 1(a) continued : What is a spatial I(1) process?

I(1) with B ∼ Gexp(c1)
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Question 1(a) continued : What is a spatial I(1) process?

I(1) with B ∼ Gexp(c(smaller))
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Question 1(a) continued : What is a spatial I(1) process?

I(1) with B ∼ ‘ARMA(2, 1)’
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3. Can you test for spatial ’unit roots’ (i.e., I(1) processes)? How?

4. Can you eliminate I(1) spatial persistence by ‘differencing’ the data? How?
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Question 5 : Is there a large-sample theory that helps
answer these questions?

• Answer: Yes ... (FCLT) ... Thm 2 in paper

If λn →∞, then λ−1/2n Yn(·)⇒ ωL(·) where ω2 =

∫
Rd
σB(r)dr
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Question 2 : Do Spatial I(1) processes lead to spurious
regressions?

• Answer: Yes ... Thm 3 (like Phillips (1986) time series results) and Thm 4 (with HAC) in paper.

Consider

yl = α + x′lβ + ul

– β̂ ⇒ RV

– R2 ⇒ RV

– F →∞
– F (HAC)→∞
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Question 2 continued : Spurious Regressions

• Examples (???): Chetty et al 2014.

– Construct a commuter-zone (CZ) level index of intergenerational mobility (AMI).

– Regress AMI on various CZ socio-economic variables.
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Question 2 continued :
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Question 3 : Can you test for spatial ’unit roots’?

• d = 1: I(1) yields unit root in AR representation for process. Dickey-Fuller or related tests.

• d > 1: No analogue of AR representation ... whoops ... ’spatial unit root’ doesn’t make sense

(in our context).

– Alternative approach:

∗ Use (population) principal components using eigenvectors from Levy process covari-

ance matrix.

∗ Under I(1) model the variance of the PCs decreases sharply. Look for this pattern

in data.

· d = 1: variance of jth-PC from detrended random walk has var(PCj) ∝ 1/j2.
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Question 3 continued : Details:

• Let Σ̃L denote n× n covariance matrix for demeaned Levy-BM evaluated at spatial locations

{sl}nl=1.

• Let R denote eigenvectors corresponding to large q eigenvalues.

• Yn is n× 1 vector of raw data. Zn = R′nYn are the q PCs (under Levy-BM).
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Question 3 continued : Eigenvector weights for PCs,
s ∼ Uniform over Continental US
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Question 3 continued : Details:

• Let Σ̃L denote n× n covariance matrix for demeaned Levy-BM evaluated at spatial locations

{sl}nl=1.

• Let R denote eigenvectors corresponding to large q eigenvalues.

• Yn is n× 1 vector or raw data. Zn = R′nYn are the q PCs (under Levy-BM).

• Null and Alternative:

(Y ∼ I(1)) H0: Zn ∼ N(0,ΩL) (Large-sample approximation from FCLT)

(Y ∼ Gexp(c)) Ha: Zn ∼ N(0,ΩG(c)) (Large-sample approximation from FCLT)

• Details

– Choice of q, c (see paper)

– Testing problem is straightforward
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Question 3 continued :
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Question 3 continued : Testing for I(0) null and forming confidence interval for c

when Y ∼ Gexp(c)

• I(1) Null and Alternative:

(Y ∼ I(1)) H0: Zn ∼ N(0,ΩL)

(Y ∼ Gexp(c)) Ha: Zn ∼ N(0,ΩG(c))

• I(0) Null and Alternative:

(Y ∼ I(0)) H0: Zn ∼ N(0,ΩG(clarge))

(Y ∼ I(0) + I(1)) Ha: Zn ∼ N(0,ΩG(clarge) + g2aΩL) (Large-sample approximation from FCLT)
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Question 3 continued :
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• I(1) Null and Alternative:

(Y ∼ I(1)) H0: Zn ∼ N(0,ΩL)

(Y ∼ Gexp(c)) Ha: Zn ∼ N(0,ΩG(c))

• I(0) Null and Alternative:

(Y ∼ I(0)) H0: Zn ∼ N(0,ΩG(clarge))

(Y ∼ I(0) + I(1)) Ha: Zn ∼ N(0,ΩG(clarge) + g2aΩL) (Large-sample approximation from FCLT)

• Note

– Can use I(0) test to form confidence set for spatial ’cointegrating coefficients’: Yl−βXl ∼
I(0).
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• I(1) Null and Alternative:

(Y ∼ I(1)) H0: Zn ∼ N(0,ΩL)

(Y ∼ Gexp(c)) Ha: Zn ∼ N(0,ΩG(c))

• I(0) Null and Alternative:

(Y ∼ I(0)) H0: Zn ∼ N(0,ΩG(clarge))

(Y ∼ I(0) + I(1)) Ha: Zn ∼ N(0,ΩG(clarge) + g2aΩL) (Large-sample approximation from FCLT)

• Note

– Can use I(0) test to form confidence set for spatial ’cointegrating coefficients’: Yl−βXl ∼
I(0).

• I(c) Null and Alternative for forming confidence interval for c

(Y ∼ Gexp(c0)) H0: Zn ∼ N(0,ΩG(c0))

(Y ∼ mixture of Gexp(c) processes) Ha: Zn ∼ N(0,ΩG(c)) with c ∼ f
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Question 3 continued :
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Question 4 : Can you eliminate I(1) spatial persistence
in regressions by ‘differencing’ the data? How?

yl = α + x′lβ + ul

• d = 1, discrete time series, (yt, xt) in levels and (∆yt,∆xt) as first differences
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Question 4 continued :
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Question 4 continued : d > 1 ... Inference methods

• Transformations:

1. Isotropic differences

∆Isoyl = yl −

∑
`6=l

w`,ly`


with w`,l = κ(|s` − sl|)/[

∑
`6=l κ(|s` − sl|)].
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Question 4 continued :

2. Levy-BM GLS:

β̂ = (X̃ ′Σ̃−1L X̃)−1(X̃ ′Σ̃−1L Ỹ )

where ˜ denotes demeaned version.
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Question 4 continued : 2 spatial random walks
(again)... Levels
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Question 4 continued : 2 spatial random walks
(again)... Levy-BM GLS transformed
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Question 4 continued : 6 variables (again)... Levels
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Question 4 continued : 6 variables ... Levy-BM GLS
transformed
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Question 4 continued :

3. Weighted least squares using the largest principal components computed using the Levy-BM

eigenvectors.

4. Spatial low-frequency regression.

5. Least squares after deleting the largest principal components computed using the Levy-BM

eigenvectors.

6. Spatial high-pass regression.

7. Add ‘local-fixed effects’ to regression. (This is local demeaning)

8. Run regressions over many non-overlapping regions and average. (IM)

In all cases use HAC/HAR methods to account for I(0) spatial correlation.
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Question 4 continued : d > 1 ... Experiments

• Spatial Design

– Choose locations at random in one of 48 US States

• DGPs

– Variety of I(1) and I(0) DGPs.
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Question 4 continued : Selected Results
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Question 4 continued :
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