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1. Introduction

Variables like firm size and price/earnings {P/E) ratios which have been
shown to describe cross-sectional return differences may proxy for (as yet)
unspecified economic risk factors. An important class of financial valuation
models do not fully specify the underlying risk factors, yet still impose
structure on the relation of expected returns across assets. If multiple
risk-factors do explain expected returns their identifieation is unique only

to within a nonsingular linear transformation in the usual formulations of
these models. Thus, it seems natural to ask if the behavior of expected
returns is consistent with a general formulation, even if the exact nature of
the risk factors is unknown.

Many studies find that expected returns on common stocks change over time
and are correlated with predetermined variables such as the day of the week
(French (1980) and Gibbons and Hess (1981)), the month of the year (Rozeff and
Kinney (1976)), asset price levels (Keim and Stambaugh (1986)), lagged returns
(Fama (1965) and Fama and French (1987)}, and others. Further, the magnitude
of the cross-sectional "anomalies" relative to the Capital Asset Pricing Model
(e.g., the size effect) seems to change predictably through time with some of
these predetermined variables (e.g., January (Keim (1983)), day-of-the-week
(Keim and Stambaugh (1984)), and asset price levels (Keim and Stambaugh
(1986))).

Examination of the consistency with financial valuation models of such
rate of return "anomalies" requires an approach which recognizes that expected
returns change over time. The "standard" approaches to testing asset pricing
models in finance (e.g., Fama and MacBeth (1973}, Gibbons (1982} or Chan, Chen
and Hsieh (1986)) examine uncenditiornal, or long-run average, expected

returns. Such methodologies do not focus on the variation over time in



conditional expected returns that is allowed by equilibrium meodels and
strongly suggested by the data.

This study presents tests, using the approach of Gibbons and Ferson
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(1985), which focus on the variation in expected returns over time. This

approach examines a multivariate regression model of expected returns,
conditional on a set of predetermined information variables, and conducts

tests of restrictions on the coefficients that are implied by alternative

asset pricing models. This provides a consistent framework for investigating

if the weekend, January and size effects imply a rejection of a given model.

The present application of this methodology differs from the Gibbons and
Ferson {GF) example in several interesting ways. GF use the Dow Jones 30
common stocks as the test assets and they condition expectations on a limited
information set. OQur samples of stock portfolios based on firm size and on
industry allow us to study expected return behavior in these commonly-used
experimental designs. These samples may display a greater cross-sectional
dispersion of risk exposures than do the Dow Jones 30. We also examine a
wider selection of predetermined information variables than do GF. Finally,
we extend the GF tests in severai ways. One extension allows for the
possibility that the underlying sensitivities of the assets to risk (i.e., the
"heta" coefficients) display a January seasonal. Such an hypothesis is
examined by a simple modification of the GF cross-equation restriction.

A second extension of the GF approach is to conduct tests against
specifiec alternative hypotheses., Such tests may have more power than the GF
tests, which are tests against an unspecified alternative. We propose to test
a multiple-factor model of expected returns against the alternative that

expected returns are related to a measured attribute of the test portfolios

Flatk ahatilead et ke "ariced” aceordine ta Fhe model  Snehlh a test ocan he viewed



as an extension of studies which examine the incremental cross-sectional
explanatory power of "size," "residual risk," the square of beta, ete., for
average returns,

In Section 2 we outline the test methodology. Section 3 briefly
illustrates the approach by examining the sensitivity of inferences, in the
context of the GF empirical example, to the choice of instrumental variables
and sample period. GF do not reject a "one-factor" model of expected returns
for the Dow Jones 30. When expected returns are conditioned on more
information variables than GF use (or, in a subperiod they did not examine),

we find that a two-factor model is required to "explain" these expected
returns. Section U4 presents an examination of the expected common stock
returns for both size-based and industry-based portfolios., Section 5 presents
{(preliminary) results illustrating our extensions of the GF tests. Section 6

summarizes and concludes.

2. Methodology

Returns are assumed to obey the regression model

- t 0 .
Rig = a5 + 824 + Uyp
(1
E(ﬁit|zt_1) =0 ¥i=0,1, ..., N;
where Z is an L-vector of time-varying, instrumental variables contained in

t-1

the market's information set at time t - 1.2 The essence of tne GF
methodology is to test restrictions on the parameters of the regression system
(1} that are imposed by an asset pricing model with the familiar form3

E(R. |Z, ,) = E(R

it| 1 ) (2)



where iht = one of k {possibly unobservable) risk premiums,
By 3 risk measure ("beta") of security i relative to risk factor h,
and
ROt = return on a “"zero-beta" security.

Following much of the empirical work on the CAPM and APT, the approach assumes

the Bih are constant to examine an asset pricing hypothesis of a given

dimension, k.u

T GF agproah Give 148 Over T Y8 2SEtion ¥l emecte

returns are changing over time and from the ability to identify

instruments Zt-1 that are correlated with these expectations. Given the

statistical specification (1), then

- '
E(R 12, 4) = o, + 812,

t-1 i 1

may be substituted into Equation (2). The following parameter restrictions on

system (1) are implied (see the appendix for a proof):

k
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i =0 ij ]
k
a, = I ¢,.a, (3}
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k
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j=0 M

where the ciJ may be interpreted as ratios of the betas for assets i and j in
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coefficients of all N + 1 assets may be replicated from only k + 1 assets6 if
the "k-factor" model (2) characterizes expected returns.

The GF approach is well suited to our purpose for several reasons.
First, because the approach allows espected returns to change over time it can
accommodate seascnality in mean returns (e.g., the January effect) and a
nonconstant relation between expected returns and size (as suggested, for
example, by Brown, Kleidon and Marsh (1983)}. Second, the model may be tested

without specifying a market index or the risk factors; only the dimension of

the asset pricing hypothesis k must be specified. As a result, the approach
avoids some specification problems. For example, security risks may be ranked
according to the Capital Asset Pricing Model (CAPM) without the ambiguity,
discussed by Roll (1977), that arises from error in measuring the "true"
market portfolio. OQur inferences about the minimum number of factors required
to explain a sample of expected returns should apply to any study that
attempts to measure constant betas directly using a specified proxy.

The test methodology can avoid biases caused by some types of measurement
errors; e.g., independent measurement errors in the test asset returns,
measurement errors in the instruments (provided the measured values are Known
by the market), missing information variables, and missing assets, The main
constraint on the selection of instrumental variables to model conditional
expected returns is that the regression system (1) is well specified.

2.1 Choice of Information Variables

We require that the information variables, Z used in the tests

t-17

satisfy certain criteria, First, the variables should contain information
that is correlated with changes in investor expectations. The eccnometric

tests also assume that Zt_ is known when the market sets prices at t - 1.

1



variables, with constant coefficients. Finally, the number of information
variables L must be at least the number of "factors" k in the equilibrium

model.

The approach we follow is to identify, a priori, a set of variables that
previous research suggests should be useful predictors and then to conduct
specification tests on system (1) to determine an appropriate specification
before testing the restrictions. Previous research suggests potential

instruments by documenting reliable predictive reiations between stock returns
and predetermined variables. For example, French {1980) and Gibbons and Hess
(1981) find evidence of predictable daily patterns in stock returns; Keim and
Stambaugh (1984) conclude these patterns are not explained as measurement
errors. Rozeff and Kinney (1976) document a January seasonal in stock returns
and Keim (1983) finds that the January seasonal is much more pronounced for
small firms. Fama (1965) finds significant autocorrelation in stock

returns, Autocorrelations in the returns of portfolics representing large and
small firms are studied by Keim and Stambaugh (31986), Fama and French (1987)
and others,

In their original empirical example, GF used the Dow Jones 30 common
stocks as fest assets, and a lagged stock index return and a dummy indicator
for Mondays as instruments. We extend their investigation to include
portfolios formed by size and industry groups, and to examine instrumental
variables that capture the day-of-the-week and turn-of-the-year effects,
differences in these effects related te firm size, and autccorrelation in

returns. The specific variables are discussed in the following sections.

3. The Gibbons-Ferson Empirical fApplication

This section illustrates the approach by examining one- and two-facter



returns of the thirty securities on the Dow Jones Industrials' List during
1963 to 1985.7

Data are obtained from the Center for Research in Security Prices {(CRSP)
daily files for the period January 2, 1963 to December 31, 1985. Table 1

presents the mean daily rates of return and standard deviation (for each of

four subperiods) for an equal-weighted portfolio of the Dow Jones securities,
ineluding averages over all months, January only, non-January, turn-of-the-

year,8 Mondays, and Fridays.

The table illustrates day-of-the-week patterns in returns, including the
"Monday effect" exploited by GF in their tests. In each subpericd, average
Monday returns are negative. Also, Friday returns are greater than average
daily returns. Mean daily returns are larger in January versus non-January
months in all subperiods except the second, which exhibits a negative average
return in January. Mean daily returns are also larger at the turn-of-the-year
than at other times, and the magnitudes are quite large in each subperiod.

The smallest average return over the six trading days at the turn of the year
is in subperiod two--48% on an annualized basis.

GF specialize equation (1) as

R, = o + si1nf + S LRM e Oy, L= 1, 030, =, L, T (4)

where D? = 1 if day t is Monday, zero otherwise, and RUMt is the lagged

-1
return on the CRSP value-weighted index. A multivariate regression system is
formed by combining the n equations for the test assets. The restrictions

implied by a k-factor asset pricing model are given by equation (3). GF use a

standard likelihood ratio {LR) statistie to examine the restrictions, applied

to the system of equations. The number of restrictions is (n - k - 1)(L - k)



where n is the number of assets (= 30), k is the number of factors, (k = 1 or
k = 2) and L is the number of predetermined variables (L = 3),

The LR statistic is equal to the number of time series observations

multiplied by the natural logarithm of the ratio of the determinants of the
restricted and unrestricted multivariate regression systems. LR has an
asymptotic chi-square distribution with degrees of freedom equal to the number

of restrictions. We also compute the Lagrange multiplier (LM) statistic for

each of the models we examine. In the present eontextT the two produce

virtually identical inferences, and we report the LR in our tables.9

An examination of the unrestricted regressions (not reported)10 confirms
GF's observation that equation (#) appears to he a reasonably well-specified
model for the Dow Jones 30. Like GF, we find that the regressions can detect
reliable variation in expected returns in the first three subperiods, covering
the interval January 1963 to December 1979. (This corresponds roughly to the
overall period of GF: August 1962 to December 1980.) However, the R-square
is always less than .07, and in the fourth subperiod, the standard F-test for
the regression produces tight-tail p-values smaller than .0% in only twelve
out of thirty cases. For every regression in each subperiod, the absolute
value of the first-order autocorrelation of the residuals is less than .12,
although 22% of these were greater than two standard errors from zero. Chow
tests indicate that the hypothesis of constant regression parameters within a
subperiod is rejected at the .01 level (.05) in only five (fifteen) of the 120
regressions and these rejections occur uniformiy in all subperieds. Finally,
White's {(1980) test for heteroskedasticity in the residuals of (4) turns up
little evidence of heteroskedasticity.

The middle column of Table 2 reports the test statisties for the cross-



is not rejected. The likelihood ratio test p-values range from .12 to .65.
Aggregating the statisties over 1963 to 1979 by summing across the first three
subperiods yields a p-value of .211. These are very similar to the results
obtained by GF. However, very different results are observed in the fourth
subperiod (1980 to 1985). In this subperiod the chi-square statistic is 82.3
{(p-value = ,0127), As a result of this large statistic in the fourth

subperiod the aggregate (1963 to 1985) chi-square indicates rejection of the

JICe{ACHAT OCEL,

The results of tests of a two-factor model conform very closely to the

results of GF. The p-value of the likelihood ratic statistic is in excess of
.62 in every subperiod as well as in the combined samples.

Observations at the turn of the year do not seem to be particularly
influential for the rejection indicated in the fourth subperiod. Omitting
these observations from the tests, we obtain a p-value for the one-factor
model of .001 in the fourth subperiod (p-values in excess of .185 are observed
in the other three subperiods).

We extend the GF example to study other patterns in expected returns
suggested by the data in table 1. Including in equation {(4) a dummy indicator
for the turn-of-year, the unrestricted regressions (not reported) show a
reliable increase in the adjusted R-square relative to equation (4) in each
subperiod except the second. White's specification test and other diagnostics
suggest a well-specified regression model. The right-hand columns of table 2
report the results of testing the one- and two-factor asset pricing

hypotheses, using this expanded set of instruments (labeled (4') in the



In summary, our results indicate that the inability of GF to reject a

one-factor model of the daily expected returns of the Dow Jones 30 common

stocks is a sample-specific result. A one-factor model can be rejected using
the same experimental design in the 1980-1985 subperiod. Using more
information to model conditional expected returns, a one-factor model can be
rejected even in earlier subperiods. (See Foerster (1987) for further

analysis of the expected returns of the Dow Jones 30 stocks.)

4. Tests with Size and Industry Portfolios

One might question the generality of tests of asset pricing models using
30 "blue chip" securities. In order to generalize inferences about the
dimension of the expected return model, the test assets' risk sensitivities
must span the relevant risks in the economy. GF (p. 231) suggest that
"expected returns on the Dow Jones 30 stocks may be better explained by a
single-factor model than would the returns on a broader sample of assets." In
this section we conduct tests using daily return data and common stock
portfolios formed on the basis of firm size and by industry.11

4,1 Size-Based Portfolio Results

Data are obtained from the CRSP daily files for the period January 2,
1963 to December 31, 1985. The sample consists of all NYSE and AMEX firms
that had returns on the CR3P files during the entire calendar year under
consideration. The number of sample firms ranges from a low of 1425 in 1963
to a high of 2516 in 1976. The following procedure is used to create the
size-based portfolios. At each year-end (beginning with December 31, 1962),
sample firms are ranked from smallest to largest, based on the market value of

their common stock. Market value is calculated as the number of shares of



portfolio one containing the smallest firms and portfolio ten containing the
largest firms. Each portfolio contains approximately the same number of
sample firms. For example, in 1976, portfolios one through six contain 252
firms and portfolios seven through ten contain 251 firms, for a total of 2516

in that year. The ranking and portfolio formation is then repeated for each

of the twenty-three years.

Daily portfeolio returns are computed for day t as

n n
Rp,t = [_E (1 + Ri’t_l)(1 + Ri’t)/.zq(1 + Ri’t_T)] -

i=1 i=

where Rp,t is the return on portfolic p for day t and Ri,t is the return on
security i for day t for the n securities contained in portfolio p. That is,
the current day's security return is weighted by the previous day's relative
gross return. We use equation (5) because Blume and Stambaugh (1983) and Roll
(1983a) show that equal-weighted portfolio returns (used in many previous
studies) are subject to a statistical bias related to bid-ask spreads. The
bias in average returns is negatively related to size of the firm. Blume and
Stambaugh and Roll demonstrate that use of a buy-and-hold portfolio strategy
reduces the magnitude of the bias. Célculating returns as in equation (5)
takes us a step toward a buy and hold return.

Panel A of table 3 presents summary statisties for the overall 1963 to
1985 period for each of the ten size-based portfolios. Average market values
(not shown) range from $5 million for portfolioc 1 to $1.4 billion for
portfolio 10. Panel A illustrates that the familiar size effect (column 2},
day-of-the-week effect (columns 3 and 4), January size effect (column 5), and

turn-of-the-year effect (column 6) are observed even after attempting to
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Our tests are conducted using the same subperiods as in Section 3. With

daily data, each subperiod provides a large number of observations, so the

test statisties should be close to their asymptotie distributions. '@
Recent literature, as well as the data in tables 1 and 3 above, suggest

that expected returns vary with day-of-the-week and turn-of-the-year effects

as well as with lagged values of returns. We examine regressions which use

dummy variables to account for these seasonal patterns and also use lagged

returns as instruments. Lagged returns of egqual-weighted portfolios of (1)
all stocks on the NYSE and AMEX and {2) the Dow Jones 30 are included. The
equally-weighted NYSE-AMEX portfolio captures the serial correlation of small
firms (see, e.g., Fama and French (1987)). The Dow Jones portfolio reflects

large firms. We study the following regression model:

_ m F J
ﬁpt e+ 6p1Dt + 6p2Dt + 5p3Dt + apuREMt_1 + GPSRDJt_g {6)
J ~
»* - -
+ 6p6REMt_3 + 6p7(REMt_1 D) + Uppr P = 1, ..., 10, £ =1, ..., T,

where REMt_j is the return on the CRSP Equal-Weighted Index and RDJt-j is the
return on an equal-weighted index of the 30 common stocks of the Dow Jones
Industrial Index for day t-j. DF_ and DJ. are dummy indicators for Fridays
and Januarys.

Ferson and Keim (1984) employed equation (6) to capture the expected
returns of size-based portfoliocs, after examining several unrestricted
regression specifications using data for the 1963 to 1979 period.
Consequently, subperiod four (1980 to 1985) in this study serves as a "holdout
period" to check their inferences.

Panel A of table 4 reports estimates for regression (6) for each size-

based portfolioc over the full 1963-1985 period. Consistent with results
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effect"” on returns is related to firm size. The estimated coefficients on the
Friday dummy in Table 4 decline monotonically in size. The coefficients on
the Monday dummy are negative for each portfolio, consistent with the evidence
in French {1980) and Gibbons and Hess (1981), These coefficients display no

obvious pattern related to size. Since the Friday coefficients are related to

size, this evidence is consistent with the evidence in Keim and Stambaugh

(1984) and Smirlock and Starks (1986) that the Friday and Monday effects on

returns are not explained by offsetting measurement errors. Note that the
intercepts in Table 4 show no obvious pattern related to size. This suggests
that our information variables capture the cross-sectional differences in
average returns of the different size portfolios.13

Recall that the GF restrictions imply that the regression coefficients
for all of the test assets must be linear combinations of the coefficient
vectors of the reference assets. The different cross-sectional patterns in
the coefficients for different instruments in table U4 suggest that the sample
design should allow tests with some power.

Table 5 reports some cross-equation tests of linear hypotheses on the
regression coefficients in table U4 for the size-based portfolios. These tests
can reject, for most of the instruments and subperiocds, the hypothes-s that
the coefficients equal zero or are equal across portfolios. These tests
provide further information about the behavior of expected returns. Tinic and
West (1984), following earlier observations of Rozeff and Kinney (1976},
suggest that the expected market risk premium is not different from zero in
months other than January. Their tests are based on sample average returns
and a specific market portfolio proxy. If conditional expected returns, given
market information, equal a "zero-beta" rate in months other than January,

then the coefficients for each portfolio in table Y4 should be equal given
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that Di = 0. Such a test is not dependent on a specified market proxy and

should be more powerful than the tests conducted by Tinic and West.

The hypothesis of zero expected risk premiums outside of January can be
rejected in each of the subperiods, based on the tests of equality across
portfolios, of the non-January coefficients. Thus, table 5 indicates that the
sample of size portfolios displays significant cross-sectional dispersion in

conditional expected returns, both in January and in non-January months.

Table 6 contains some additional diagnostics for regression (6) in the

subperiods. The test methodology assumes that the pradetermined variables are

correlated with changes in expected returns. Table 6 indicates that the

regressions have reliable explanatory power for the returns of each size
portfolio. In some cases as much as 37% of the small firms' return variation
is associated with the predetermined variables; for the large firm portfolio
the R-squares are never more than 15%. Still these are higher than the R-
squares reported for the Dow Jones 30, suggesting that more powerful tests may
be possible using the size-based portfolios.

An important maintained assumption of the GF tests is that the regression
model coefficients are constant over the test period. If this assumption
fails, then the restrictions are no longer implied by the asset pricing
hypothesis. The third panel in table 6 reports p-values of the Chow test for
constant parameters within a subperiod. The few rejections of the constant
parameter hypothesis all occur in subperiods one and three. The tests reject
parameter stability only for the smaller firm portfolios in these cases,

The residuals of the regression models do not appear to exhibif much

autocorrelation. The highest absolute value of the forty residual

B o [ R T . - -



Given the specification of (6), the restrictions implied by the
equilibrium model (2) are examined in panel (a) of table 7 for the case of
k =1, 2, and 3, The single-factor asset pricing hypothesis is rejected with
p-values less than .0001 in each of the four subperiods. The evidence
suggests that the behavior of the conditional expected returns of the ten size
portfolios cannot be explained by a constant-beta model with a single factor
(plus a zero-beta factor). These results are consistent with the evidence of

Ferson and Keim (1984), who reject a single-factor model using equation (6)

and size-based portfolios. They compute portfolio returns without the "buy

and hold" adjustment (equation (5)), and use daily data for 1963-1979 only.
Tests of the two-factor model in table 7 also indicate a rejection (at
the .025 level) in subperiods one, two, and four. In subperiod three the p-
value is .098. For the overall 1963 to 1985 period, the aggregate test
statistic produces a p-value less than .00071.
A three-factor model of expected returns is not rejected (at the .05

level) in any subperiod. The p-value for the overall 1963 to 1985 period is
164,

4.2 Industry Portfolio Results

In this section, we repeat the tests using daily returns of portfolios
formed by industry group. The same securities are used as in forming the
size-based portfolios. We group these securities into twelve industry
portfolios, using the same combinations of 2-digit SIC codes as in Breeden,
Gibbons and Litzenberger (1986). Unlike the size portfolios, the number of
firms in each industry portfolio is not approximately the same. For example,
in December of 1985 the number ranges from 59 to 251, across the industries.

Panel B of table 3 presents summary statistics for each of the twelve
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substantially larger than other industries (see Foerster (1987)), exhibits the
lowest Monday and highest Friday mean returns. The large Friday returns are
in direct contrast to the results in the upper panel, which suggest Friday
returns are negatively related to firm size, January and turn-of-the-year
returns are highest for the consumer durable portfolio and lowest for
utilities,

Panel B of table 4 contains regression estimates based on equation (6)
for each of the industry portfolios. Consistent with the size-based results

in the upper panel, the coefficients on the Monday dummy are negative and on
the Friday dummy are positive. The adjusted R-squares range from .07
(petroleum) to .24 (textiles/trade). Additional diagnosties, similar to those
reported in tables 5 and 6 for the size-based portfolios, are caleculated but
not reported. Cross-sectional F-tests can reject, for most of the instruments
and subperiods, the hypotheses that the coefficients equal zero or are equal
across industry portfolios. The residuals of the regression models do not
appear to exhibit much autocorrelation. Chow tests indicate few rejections of
the constant parameter hypothesis, except in the third subperiod {as is the
case wWwith the size-based results},

Panel (b) of table 7 presents the results of testing a two- and a three-
factor asset pricing model using these portfolios and the same instruments to
model expected returns as in the preceding section. The tests can reject both
the two-factor model (p-values less than .0001 in each subperiod) and the

three-factor model (p-values less than .021 in each subperiod).

5. Extensions of the Tests

This section examines several extensions of the GF restriction, in an

attempt to learn more about what is driving the rejections of the asset
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restrictions (3} on the regression coefficients to allow the intercepts to be
different and unrestricted in each equation. If an asset pricing model can be
rejected with unrestricted intercepts, we conclude that differences across
assets in the variation through time of expected returns around their
unconditional means is richer than can be captured by the asset pricing
hypothesis. If a rejection is not observed when the intercepts are
unrestricted, it suggests that differences in unconditional mean returns are

important in the rejections.

Table 8 reports the results of tests using both the size and industry
portfolios with unrestricted intercepts. Inferences from the likelihood ratio
test statisties are basically the same as those drawn from the test statistics
in table 7. Differences in unconditional mean returns do not seem to be
important in the rejections in section H.15

A second extension of the tests of expected return models allows for the
possibility that the assets' sensitivities to risk shift over time., Rogalski
and Tinic (1984) and Keim and Stambaugh (1986), for example, suggest that
betas may shift in ..lam.lar'},r.]6 Such an hypothesis can be examined by a simple
modification of the GF eross-equation restriction. Assume that the "true”
beta coefficients in equation (2) follow a simple switching model. In January
the betas are sij, possibly different from Bij’ the values during the rest of
the year. We modify the unrestricted regression (1) using a dummy indicator

for January Di, as follows:

T
R. = a, + a’D
i

. J,, od
i i + siz + 8 (th) *eg, (T)

t

where the instruments Z are the Monday dummy, Friday dummy and lagged market

variables in equation (6},



-18-

The restrictions on the coefficients of (7) implied by the k-factor asset
pricing hypothesis, allowing for shifts in the risk measures at the turn of

the year, are:

k ¢
§. = L ¢, 8, , 64 = I cJ 54 y
by M J I 1)
K k
] R
o, = jio C 8y 9 jEO ¢ 85 (8)
R '
e., =1, z cq = 1
jz0 H j=0 H

The results are reported in table § for restrictions on both the size and
industry portfolio regressions implied by k = 1, 2 and 3. As in table 7, the
LR tests reject the one and two factor model for the size portfolios and the
two and three factor model for the industry portfolios, suggesting "risk
shifts" in January are not driving the results.

A third extension of the GF tests is to examine specific alternative
hypotheses. Such tests may have more power than the GF tests, which are tests
against an unspecified alternative. We test a model against the hypothesis
that unconditional expected returns are related across assets to measured

attributes x; of the test asset i, given the "loadings" c;, that capture the

J
variation in egpected returns over time. Such a test can be viewed as an
extension of studies which examine the incremental cross-sectional explanatory
power of size, "residual risk," the square of beta, etc., for average

returns. Those tests measure the beta of the asset pricing model by the
sample (unconditional) covariation of returns with a specified "market

portfolio" proxy or "factors." The tests we propose measure the loadings

indirectly, through the variation of conditional expected returns over time.



We intend to examine (at least) two alternative attributes. The first is

the size-ranking of a size-based test portfolio. In this case X3 is simply a

different integer for each asset i. The second attribute is the square of the

Ci; coefficients, in which case ¥; is a vector of length k (J=1, ..., 1,

eontaining the squared ciJ's.

nonlinear relation between the indirect risk measures and unconditional mean

This is the alternative hypothesis of a

returns across assets, analogous to the CAPM tests of Fama and MacBeth (1973),

Whe inaluda the square of hata 1n eross-asset reﬁressions.

6. Conclusions

We examine the behavior of expected returns over time on various common
stock portfolios, using the test methodology of Gibbons and Ferson (1985)
(GF). GF study expected returns of the Dow Jones 30 common stocks. We extend
their investigation to include portfolios formed by size and by industry
groups, and we examine instrumental variables that capture the day-of-the-week
and turn-of-the-year effects, differences in these effects related to firm
size, and autocorrelation in returns.

When expected returns are conditioned on more information than GF used
{or, in a subperiod they did not examine), we find that a two-factor, constant
beta model is required to "explain" the expected returns of the Dow Jones 30
common stocks. At least two or three factors seem to be required to explain
the variation of expected returns on portfolios formed by firm size or by
industry. These tests also provide evidence that expected risk premiums are
nonzero and differ reliably across size-based portfolios, even in months other

than January, in contrast to evidence of Tinic and West (1984). We also
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sensitivities to risk (i.e., the "beta" coefficients) exhibit a January
seasonal,

Further work will extend the methodology to allow tests against specific
alternative hypotheses. We intend to investigate a multiple-factor model of
expected returns against the alternative that "average" (i.e., unconditional)
expected returns are related to size or to the squared "loadings" that capture
the variation in expected returns over time, Such a test can be viewed as an

extension of studies which examine the incremental cross-sectional explanatory

power of "size," "residual risk," the square of beta, etc., for average

returns,



Appendix

In this appendix we provide a proof of the restrietions (3). This proof
illustrates the general approach we use to derive the other restrictions in
the text.

Consider the regression model (1) stacked up across assets, which
implies:

E(R. |2)

: a, + 612

E(R2|Z) a, + §'2

2 2

where R1 is the K-vector (where K = k + 1) of reference asset returns at time
t+1, R2 are (n - K) test assets, Z is the L-vector of information at time t,
and the time subseripts are suppressed to conserve notation. The asset

pricing hypethesis (2) implies:

E(R1|Z) (1, 8A¥2) ,
(a2)
E(R,|Z) = (1, B))A*(Z) ,

Wwhere

A¥(2) = (E(Ry|2)', A(Z)')"

Equating the right-hand sides of equations {al) and (a2} for the reference
assets, and assuming that the K x K matrix (1, 81) is invertible, we sclve for

the unobserved expected risk premium:
(2) = (1, 8) (e, + 8)2) (a3)

Substituting back into the second line of (a2) from (a3) implies:
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Define C = (1, Bé)(1, Ba)_1. Since (all) must hold for all values of Z, the

coefficients of the test assets are restricted as follows:

- . (- o -
a, = Ca1 yo8 C61 ; C1=1, (a5)
where the last restriction that the cij sum to unity across the factors j for
each asset i, follows from the definition of C: C(1, B%) = (1, Bé). Equation

(a5) is, of course, the same as equation {3) in the text.

Notioa that in reeression model (1) if 7 is mean-center'edr then the

glopes are unaffaoted, But the intaneapte 4, My be intenprated 29 long-run

(or unconditional) mean returns; thus the intercept restriction in (3) and

(a5) is like the Gibbons {1982) restriction on the unconditional moments of

returns.
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Footnotes

'Several recent studies have examined asset pricing models with a focus
on time-varying expected returns. Studies that test linear models of expected
return variation include: Hansen and Hodrick (1983) (the forward foreign
exchange market); Hansen and Singleton (1983) (a consumption-based model);

Stambaugh (1986) (the term structure); Ferson, Kandel, and Stambaugh (1987),
Campbell (1987), Chan (1986), and Foerster (1987) (stock market returns).

Singleton (1987) reviews studies that adopt nonlinear formulations of asset

pricing modets which allow bime-variation of expected regurns.

2This is, of course, an assumption about market efficiency. We assume
rational (i.e., mathematical) conditional expectations given the "market's"
information,

3Examples of asset pricing models like equation (2) include those of
Sharpe (1964), Black (1972), Merton (1973), Long (1974), Ross (1976) and
Breeden (1979), among others.

uAn alternative interpretation is to view the joint hypothesis as a no-
arbitrage assumption and a specification of the behavior of conditional
covariances of return with an aggregate marginal utility function. See
Gibbons and Ferson (1985) and Ferson (1987) for discussicns of this
interpretation.

5This is strictly true if the unobserved risk factors are chosen to be
mutually uncorrelated and the reference assets are mutually uncorrelated;
otherwise, the Cij are related to the assets' betas by a linear
transformation. See the appendix.

6The reference assets must be chosen so that the matrix of their betas

vl o 1kt bk xrrn b 2 v oo o oomr ] o m a1 T ST SIS T S
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7Securities are included if they are on the Dow Jones List at the
beginning of the subperiod under analysis. We were able to follow this design
with one exception, in subperiod four. Since General Foods was acquired by

Phillip Morris on November 2, 1985, complete data for General Foods is not

available during this subperiod. Phillip Morris is included in its place,

8

Turn-of-the-year is defined to include the last trading day and the
first five trading days of a year. See Roll (1983b) and Keim (1983).

9Asymptotically the LM and LR statistics are equivalent, but the LM

JhaLisLie producsy a omaller value in any finite sample and has been shown to

have better small sample properties in some asset pricing contexts (e.g.,
MacKinlay (1987) and Amsler and Schmidt (1985)). Foerster's (1987) Monte
Carlo experiments indicate some tendency for both the likelihood ratio and
Lagrange multiplier test statistics to reject too often (to understate p-
values), using 480 monthly observations in tests similar to these. The
distributions of the test statistics should be better-approximated by the
asymptotic distribution in our samples, given the large number of time series
observations (1250 or more).

1OFoerster‘ (1987) presents diagnostics for regression models of the Dow
Jones 30 daily expected returns.

HCampbell (1987), Chan (1986), Ferson (1987), and Foerster (1987)
examine broader portfolios of assets and reject single-factor, constant beta
models using the GF methodology and monthly data. Campbell and Ferson both
use samples of stock and bond portfolios, Chan uses common stock portfolios
formed by firm size and Foerster studies industry-related portfolios.
Stambaugh (1987) also rejects a single-factor model for the expected returns

of Treasury bills using monthly data.
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12g0p example, given ten assets, seven predetermined variables (discussed
below) plus an intercept and a k = 5 factor asset pricing hypothesis there are
155 parameters to be estimated. (The matrix of regression coefficients has

8 ¥ 10 = 80 parameters, plus 20 Cijs, plus 55 parameters in the covariance

matrix for a total of 155 parameters.) The minimum number of return
observations in a subperiod is 1258 x 10 = 12,580; 81 observations of a
dependent variable per parameter. Including the independent variables, the

number of data points per parameter exceeds 137. This compares quite

Pavorably with the studies of Cibbons (1083} and Stambaugh (1083} who employ

monthly data, and indicate some evidence of smail sample problems using the LR
statistic. A similar accounting reveals fewer than 6 observations per
parameter in those studies.

13The significant coefficients on the lagged market returns, especially
for smaller stocks, might be an indication of infrequent trading which is a
problem for small firms in particular. However, Lo and MacKinlay (1987)
demonstrate that positive serial correlation in stock index returns is
unlikely to be caused by infrequent trading. Further, we reproduced the
results in Tables 4 to 7 with NYSE firms only--for which infrequent trading is
much less severe., The results are qualitatively and quantitatively the same.

1L’Huizinga and Mishkin (1986) observe that residual autocorrelation in a
regression model of expected returns indicates that information, used by the
market to form expectations, is omitted from the empirical model. There is no
strong evidence from the subperiods that regression (6) omits such

information.

15Campbell (1987) reaches similar conclusions in his examination of five

stock and bond portfolios,
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16Rogalski and Tinic (1984) examine unconditional betas while Keim and

Stambaugh (1986) examine conditional betas.



-27-

REFERENCES

Amsler, C. and P, Schmidt, 1985, A Monte Carlo investigation of the accuracy
of multivariate CAPM tests, Journal of Financial Economies 14, 359-375.

Black, F., 1972, Capital market equilibrium with restricted borrowing, Journal
of Business 45, L4y-u54,

Blume, M. and R, Stambaugh, 1983, Biases in computed returns: &n application
to the size effect, Journal of Financial Economics 12, 387-404,

Breeden, D., 1979, An intertemporal asset pricing model with stochastie

consumption and investment opportunities, Journal of Financial Econcmics
7, 265-296.

Breeden, D., M. Gibbons, and R. Litzenberger, 1986, Empirical tests of the
consumption-oriented CAPM, unpublished working paper (Stanford
University, Stanford, CA).

Brown, P., A. Kleidon and T. Marsh, 1983, New evidence on the nature of size
related anomalies in stock prices, Journal of Financial Economics 12,
33-56.

Campbell, J., 1987, Stock returns and the term structure, Journal of Financial
Economics 18, 373-399.

Chan, K. C., 1986, Autocorrelation of stock returns and market efficiency,
unpublished paper, Chio State University.

Chan, K., N. Chen and D. Hsieh, 1985, An exploratory investigation of the firm
size effect, Journal of Financial Economics 14, 451-471.

Cross, F., 1973, The behavior of stock prices on Fridays and Mondays,
Financial Analysts Journal, November-December, 67-59.

Dimson, E., 1979, Risk measurement when shares are subject to infrequent
trading, Journal of Financial Economics 7, 197-216.

Fama, E., 1965, The behavior of stock market prices, Journal of Business 38,
34-105.

Fama, E. and K. French, 1987, Permanent and temporary components of stock
prices, unpublished paper, University of Chicago.

Fama, E. and J. MacBeth, 1973, Risk, return and equilibrium: empirical tests,
Journal of Political Economy 81, 607-636.

Fama, E. and G. Schwert, 1977, Asset returns and inflation, Journal of
Financial Economies 5, 115-146.

Ferson, w E 1987, Changes in expected securlty returns, risk, and the level

AD ....... Y T P T T N T, T S e B S . I Y . T T L



o8-

Ferson, W. E., S. Kandel and R. Stambaugh, 1987, Tests of asset pricing with

time-varying risk premiums and market betas, Journal of Finance 42, 201-
220,

Ferson, W. E. and D. Keim, 1984, Empirical regularities in stock returns
involving day, size and season, Proceedings of the Seminar on the
Analysis of Security Prices, Center for Research in Security Prices,
University of Chicago, May.

Fisher, L., 1966, Some new stock-market indexes, Journal of Business 39,
191.225.

Foerster, S. R., 1987, Asset pricing models with changing expectations: An

empirical study, unpublished dissertation (The Wharton Scheool, Phila.,
PA).

French, K., 1980, Stock returns and the weekend effect, Journal of Financial
Economics 8, 55-70.

Gibbons, M., 1982, Multivariate tests of financial models: A new approach,
Journal of Financial Economics 10, 3-27.

Gibbons, M. and P. Hess, 1981, Day of the week effects and asset returns,
Journal of Business 54, 579-596.

Gibbons, M. and W. Ferson, 1985, Testing asset pricing models with changing
expectations and an unobservable market portfolio, Journal of Financial
Economics 14, 217-236.

Grossman, S. and R. Shiller, 1982, Consumption correlatedness and risk
measurement in econcmies with non-traded assets and heterogeneous
information, Journal of Finanecial Econemics 10, 195-210.

Hansen, L. P. and R. Hodrick, 1983, Risk averse speculation in the forward
foreign exchange market: An econometric analysis of linear models, in:
J. Frenkel, ed., Exchange rates and international macroeconomics
(University of Chicago Press, Chicago, IL).

Hansen, L. P. and K. Singleton, 1983, Stochastiec consumption, risk aversion,
and the temporal behavior of asset returns, Journal of Political Economy
91, 249-264.

Huberman, G. and S. Kandel, 1985, A size-based stock returns mcdel,
unpublished working paper (University of Chicago, Chicago, IL).

Huizinga and Mishkin, 1986, Monetry policy regime shifts and the unusual
behavior of real interest rates, Carnegie Rochester Conference Series on
Public Policy, 24.

Jaffe, J. and G. Mandelker, 1976, The Fisher effect for risky assets: An
empirical investigation, Journal of Finance 31, L47-458.

Judee, G., W. Griffiths, R, Hill, H. Lutkepohl, and T.-C. Lee, 1985, The



-29-

Keim, D., 1983, Size-related anomalies and stock return seasonality: Further
empirical evidence, Journal of Financial Economics 12, 13-32.

Keim, D. and R. Stambaugh, 1984, A further investigation of the weekend effect
in stock returns, Journal of Finance 39, 819-840.

Keim, D. and R. Stambaugh, 1986, Predicting returns in the stock and bond
markets, Journal of Financial Economics 17, 357-390.

Lintner, J., 1965, The valuation of risk assets and the selection of risky
investment in stock portfolios and capital budgets, Review of Economics
and Statistics 47, 13-37.

Litzenberger R. and E. Ronn, 1986, A utility-based model of common stock price
movements, Journal of Finance 41, 67-92.

Lo, A. and 4. C. MacKinlay, 1987, Stock market prices do not follow random

| | (Al |
alks: Eridence fron a 31mp1e specxplcatlon test, unpubllshea worklng
paper (The Wharton School, University of Pennsylvania, Philadelphia, PA),

Long, J., 1974, Stock prices, inflation, and the term structure of interest
rates, Journal of Financial Economies 1, 131-170.

MacKinlay, A. C., 1987, On multivariate tests of the CAPM, Journal of
Financial Economics 18, 341-371. :

Merton, R., 973, An intertemporal capital asset pricing model, Econometrica
41, 867-887.

Merton, R., 1980, On estimating the expected return on the market: An
exploratory investigation, Journal of Finanecial Economics 8, 323-361.

Reinganum, M., 1987, Misspecification of capital asset pricing: Empirical
anomalies based on earnings' yield and market values, Journal of
Financial Economics §, 19-46.

Rogalski, R. and S. Tinic, 1986, The January size effect: Anomaly or risk
mismeasurement?, Financial Analysts Journal, November-December 1986.

Roll, R., 1977, A critique of the asset pricing theory's tests -- part 1: On
past and potential testability of the theory, Journal of Financial
Economics 4, 129-176,

Roll, R., 1983a, On computing mean returns and the small firm premium, Journal
of Financial Economies 12, 371-386.

Roll, R., 1983b, Vas ist das? The turn-of-the-year effect and the return
premia of small firms, Journal of Portfolio Management, Winter, 18-28.

— i o m L



-30-

Scholes, M., and J, Williams, 1977, Estimating betas from nonsynchronous data,
Journal of Financial Economics 6, 303-328.

Sharpe, W., 1964, Capital asset prices: A theory of market equilibrium under
conditions of risk, Journal of Finance, 19, 425-442,

Singleton, 1987, Specification and estimation of intertemporal asset pricing
models, research paper no, 964, Stanford University Graduate School of
Business,

Smirlock, M, and L. Starks, 1986, Day-of-the-week and intraday effects in
stock returns, Journal of Financial Economics 17, 197-210.

Stambaugh, R., 1982, On the exclusion of assets from tests of the
two-paramater model, Journal of Finanoial Economies 10, 237-268.

Stambaugh, R., 1987, The information in forward rates: Implications for models

of the term structure, Unpublished working paper (University of Chicago,
Chicago IL).

Tinie, S., and R. West, 1984, Risk and return: January vs. the rest of the
year, Journal of Financial Economics 13, 561-574.

White, H., 1980, A heteroskedasticity-consistent covariance matrix estimator
and a direct test for heteroskedasticity, Econometrica 48, 817-838.y



Table 1

Summary statistics for daily rates of return for the sample of the Dow Jones 30

including overall, January, February to December
Friday averages for each of the four subperiods.

Turn-of-Year, Monday, and

Mean Daily Return «x 10u (Standard Deviation x 10”)

Time Period 1963 to 1968 1969 to 1973 1974 to 1979 1980 to 1985

All Months 4.75  (57.56) 0.99 (87.31)  3.48  (96.21)  6.58  (94.27)
January 13.46 (51.12) -3.16 (66.23) 22.47 (108.77) 13.54  (10€.93)
Feb-Dec 3.93  (58.08) 1.37  (88.99)  1.71  (94.80)  5.95  (93.04)
T-0-1° 45.38  (59.08) 19.19  (77.10) 35.68 (119.28) 30.43  (125.35)
Monday -10.02 (60.759) -23.09 (94.16) -0.56 (102.85) -2.70 (106.95)
Friday 9.35 {48.03) 13.10 (82.26) 9.23 (91.47) 11.27 (83.65)

year.

3Subperiods one through four have 1484, 1258, 1514 and 1504 observations
respectively.

STurn-of-Year ineludes the last trading day and the first five trading days of each



Table 2

Likelihood ratio tests (p-values) of the restrictions on the
coefficients in equations (4) and (4') implied by a k-factor asset
pricing model (plus a zero-beta portfolio) for k=1,2. The data
consists of daily returns for the 30 Dow Jones Industrials as of
the beginning of each subperiod.

= m

Rit = ai + 611Dt + SiZRUMt_1 + uit (4}
- _ m T ~ ul
Rip =y #8540 + S pRMy 4+ 8.0 + U, (4")
4. HO: One-factor model?
Subperiod Equation (4) x2 b Equation (4') X2
- 56 84
1963-1968 63.307  (.1246) 135.919  (.0003)
1969-1973 51.530  (.6446) 87.649  (.3711)
1974-1979 £2.594%  (.,2538) 110.080  (.0297)
1980-1985 82.282 {.0127) 129,927 {.0010)
Overalld 264.753 (%)¢ 462.111 (*)
B. HO: Two-factor model?

. . 2 . , 2
Subperiod Equation (U4) X57 Equation (4') Xsy
1963-1968 4,420  (.9768) £8.254  (.0918)
1969-1973 19.181 (.8633) 44 119 {.8291)
1974-1979 24 177 (.6205) 60.078 {.2651)
1980-1985 18.012 (.9032) 55.801 {.4069)
Overal19 75.790  (.9920) 228,252  (.2707)

AThe k-factor restrictions are

k

6]'_ = I Ci.GJ
j=0 *
k

a, = I ¢,.a,, 1 = k+1, , N,

i 520 i3]
k
where I e,, =1
j=0 *

and Gi is the vector of regression coefficients for firm i.
BThe chi-square degrees of freedom represents the number of restrictions.
€ * indicates p-value < .0001.

dThe overall chi-square statistic represents the sum of independent
chi-square statistics across subperiocds, with degrees of freedom egual to the

11 mEF o Aoy b B e A ar A e b vt b rnem e 4 A



Table 3

Summary statistics for daily rates of return of ten size-tased and twelve
industry portfolios of NYSE and AMEX common stcocks including overall, January,
Turn-of-Year, Monday, and Friday averages from 1963 to 1985,

Mean Daily Return « 10“ {Standard Deviation « TO“)

Overall Monday Friday January T-c-1.
A. Size Portfolios
Smallest 10.90 N TLIE 31.69 68. %4 149,73
(85.21) {95.47) £79.50) {115,03} (163.20)
2 8.37 -10.21 27.03 49,38 112.82
(82.91) (95.47) (75.25) (100.75) (140,17)
3 7.78 -12.61 25.82 40,19 00.93
(82.18) (93.99) (7u.46} (95.82) (131.62}

J AT 35 A Wy 7.6
Boot)  logod)  lresn) L0LAR) (120.%0)

5 .15 'H.EQ) 2.0 0. 03,33

{82.51) (94. {75.54) {(92.11) {118.286)
6 5.98 -13.10 19.45 24,71 53.85
(80.81) (92.u1) {73.37) {86.93) (111.78)
7 75.63 =312.05 17.73 20.95 45.18
(76.560) {87.64) {69.33) (80.11) (101,40}
8 5.31 -13.28 16.08 15.14 35.10
(77.06) (86.83) (70.28) (79.58} (99.79)
9 b,83 -11,44 13.93 12.31 29.84
{75.85) (84.60) (69.82) {(77.08) (99.28)
Largest 4,15 -3.76 10.35 6.7 16.79
(717.153 (85.30) (70.74) (715.72) (87.59)
B. Industry Portfolios
Petroleum® 6.71 -25.35 27.90 21.94 49,96
(13,29) (107.19) (111.81) (96.u48) {(114.8) (141.59)
Finance/Real Zstate 6.14 -11.22 19.83 29.352 75.94
(60-69) (74,423 (82.39) (67.78) (83.50) (130.27)
Consumer Durables 7.37 -11.88 2.4 36,47 73,20
{25,30,36,37,50,55,37) (91.46) (104.58) (34.36) {(101.37) 3.7
Basic Industries 6.45 =11.76 19.55 30,38 68.15
{10,12,14,24,26,28,33) (77.46) {89.03} {(70.78) (84.31) (103.26)
Food/Tobacco 6.56 -7.73 13.56 26,74 80.51
(1,20,21,54) (62.23) (71.57) (56.57) (7>.91) 193,77
Conatruction 6.39 -11.13 17.598 32.62 Tr.12
(15-17,32,52) (81.14) (91.59) (74.33) (95.79) {126.20)
Capital Gooda 6.82 -13.02 21.u9 31,60 66.12
(34,35,38) (88,01 (100.92) (79.43) (36.14) (123.76)
Transportaticn 6.68 -18.56 23.84 30.75 63.62
{40-42, 44,45, 47) (10C.32) (106.66) (gu.61) {(104.18) {124,810
Utilities 4,72 -3.1 11.81 15.82 44, 39
{46,48,49; (48.33) (54.39) (L4.54) (59.46) (83.23)
Textiles/Trade 5.66 -3.18 21.58 32.29 72.53

{22,23,31,51,53,56,59) (74.3%) (87.50) (69.31) {85.62) {112.88)



Table 4

Parameter estimates (t-statistics) for unrestricted OLS regression equation (6) of daily stock returns for
the ten size-based and twelve industry portfolios of NYSE and AMEX stocks for 1963 to 1985. Number of
observations is S777.

- m W N
s + N § REM + § _RDJ
Rop =00 0 80 » 650 ¢ 897y % 8 M 0 0 Gy "
Y] R 4y o
+ 4§ 6REM: 3 + 697\Rn't-1 Dt; + upt
a 3 a a AdC
§ § § § § § & )
% ) p2 23 pl 05 o6 T2
A, Size Pertfolios
Smallest 0,42 -2.67 1,87 .20 0.50 -0.08 0.4 0.30 .30
{3.4) (-10.9) (7.7} (8.8) (35.9) (=7.2) (11.4) (7.7
2 q,4 -2.82 1,65 1,79 0.47 -03.08 2.13 0.22 .26
(3.3) (=11.4) (6.8} (4.9) (34,0) (-7.13 (10.3) (5.5)
3 0.54 -3.04 1.44 1.14 0.46 -0.09 Q.11 0.17 23
(4.3) (=12.2) (5.8} (3.1 (32.3%) (=7.4) {8.6) (4.3}
y 0.54 -3.03 1.28 0.87 0.43 -0.08 0.09 2.12 19
{(4.2) (-11.8) (5.0) (2.3 {29.7) (-6.8) (7.2) (3.1
5 0.56 -2.97 1.18 0.62 0.42 -0.08 0.09 0.07 18
(4.3 {(=11.5) (4.8) (1.6 (25.9) (=6.4) (6.5) (1.7)
) 0.60 -2.88 .91 £0.35 0.40 -0.73 0.08 0.05 .16
(4.7} (-11.2; (3.6) {0.9) (27.6) (=6.) (5.9 (.3
ki 0.60 -2.66 .30 0.14 0.36 =0.37 0.07 0,04 L1
(4.8) (=10.9) (3.3} (0.4) (26.2) {(=6.2) (5.5) (1.t
8 0.70 -2.78 0.50 -0.29 0. 34 =0.07 .05 0.04u 12
(5.5} (=11.2) (2.4) (-0.8) (2.3} (-6.2) (4.1} (3.93)
9 0.66 =2, a4k O.47 -0.35% C.:0 -0.07 0.03 G.oH TG
(6.3) (5.8} (1.9} (=1.0) (21,4 (-6.3) (2.6) o)
Largest J.66 -2.05% .29 -0, 42 .22 -0.05 3,20 0.01 .35
(5.0) (=7.9) (0.%) (-1.1 ISR (-4.4) (0.4) (0.1
B. Industry Portfoliocs
Petroleum J.%6 4.5 1.61 0.35 0,30 =0.79 S.08 .05 7
(5.8 (=11.7) (4.6} (0.7} 15045 -5.° 33 (L3
Finance/Real Estate 0.52 -2.03 0.39 2.35 0.37 -7.203 T.CE 0.13 3
(4.5} (-11.4) (4.3) [ E] 123%.8) =T 5.8) (5.2}
Tonsumer Industries 0.56 -2.93 1.22 1.06 3,45 =2, 190 0.0 o V7
(3.9} {(~19D.2) (4.3 (2.5) (27,7 (=7.2: 3.7} (2,4
Basie Industries 5.35 -2.71 0.9 1.00 0,35 -3.77 .27 J.06 s
(u.7) (-11.3) (3.7} (2.7) (26.2) (=5.%; (/.0) PeA)
Food/Tobacco .54 -2.15 .91 0.869 0.3z -0.57 .96 0.09% 13
(5.6) (=11.1) (4.8) (2.4) (29.5} (=7.53 (8.2) (2.3)
Construction 0.58 -2.82 0.66 0.7 0,43 ~J.08 0.08 .14 13
{4.6) (-11.2) (2.7) () (30.3) {(-5.7) (5.0 {3.9)
Capital Goods 0.61 -3.00 1.0 0.33 0.43 =3 .2 0.08 0.C8 12
(4.4) (-10.3) (3.7 (2.0) (27.2) {-n.2 (5.7} 1.7
Transportation 0.71 -3.52 1,22 1.37 0.38 -2.19 0.96 2.05% 10
(4.3) (-10.7) (3.8) {2.2) (20.7) (-6.2) (3.4) (1.0}
Utilities 0,42 -1.Z .48 =20.03 0.22 -0.03 0.02 Q.13 14
(5.3} (-8,1) 13.1) (=01 (24.9) (=u,4) (2.0} (5.0
Textiles/Trade 0,41 -2.39 1.20 n,h82 0.49 -2.07 0.0 D.12 T
(3.7 (-13.8) (5.4) (1.3 135.13 ~-7.0) (3.9) (3,47



Table 5

F-Statistic p-values for the significance of the pre-determined variables in forecasting the returns
of the ten size-based portfolios for four subperiods and the overall 1363 to 1985 pericd,

- o F J J .
Rog =2 * 8, Dy ¢ 8, Dy 8 Q00 ¢ 6, (REM, 0 8y A0y, ¢ S, (REMy g v 6 (BB, X D)t b

Null Hypothesis 1963-1968 1969-1973 1974-1679 1380-1385 1663-1985

a = = = »d * * * *
61.1 62,1 e 6'[0,1 0

= = = = * ¥ l0086 * ¥
Sy 078y 5% e 285,20

a = z = . 4 * ¥ * ¥
51,3 62'3 ves 610'3 0 0g2

' ' 1 i i
LT '

61,5 = 62’5 2 L., = 510'5 =0 L0051 * i L0058 *
51,6 * 82,67 - %05 "0 ! * ¥ ) )
8y g 78y g™ e 8y =0 L1158 * * .3246 *
NI A N ' ¥ y . :
by g By m e =60 * .0310 * * *
S) =8y 5% e = by, * * 2215 * *
81378537 cen = 803 .0013 * L2 * *
S1,0 = %2y " %04 * * ) ' '
Sy 58y 57 n =g g .0028 .0009 702 .0017 L0002
S1.6 7 %2, ~ = 40,6 * * * ) )
Sy 77807 0 =847 L3064 * * .2672 *
S0 78,07 0 T s f ) ' ' '

¥i <1, ..., T

Number of Observations 148y 1260 151

wn
I

1517

2 » jndicates a p-value less than .00071.
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Table T

likelihood ratio tests of the restrictions® on the coefficients in equation (6) implied by a k-factor
asset pricing model (plus a zero-beta portfolio) for k=1,2,3. The data consists of daily returns of
(a) ten size-based portfolios and (b) twelve industry-based pertfolics of NYSE and AMEX common stocks.

= M F J
a + D+ D, o+ AEM
Rpt ap*épiDt So2't 03 Sy 5pSHDJt—2
(6)
J -
+ REM + 4§ REM « D7) o+
Sp6" ey -3 pT( g1 D) pt
(a) Size-Based Portfolios
20 hen. 2 . o2
Subperiod HO: k=13 X4 HO. K=2; Xy s HO' k=3; X30
1963-1968 114,699 (%€ 62.668 (.0209) 34,384 (.2657)
1969-1973 209.218 (%) 62.333 (.0z2z4) 41,663 (.0765)
1974-1979 118,549  (*) 54,225 (.0978) 37.448  (.18L4)
1980-1985 230.275 (%) £6.364 (.0097) 21.591 (.53685)
overalld 669,741 (%) 245.590 (%) 135.086 (.1639)
(b) Industry-Based Portfolios
. - 1 L] 2
Subperiod HO: k=23 XS“ HO. K=3; g0
1963-1968 116.242 (%) 72.810 (.0012)
1969-1973 121.093 (*) 65.196 (.0072)
1974=1979 113,828 (¥*) 60.213 (.0209)
1980-1985 158,787 (%) 82.087 (%)
cveral1d 509.950 (* 280.306 (%)
#ne k-factor restrictions are
K
§ = L ¢ .
i 3.0 1373
K
a, = L ¢C..o 1 = k+t1, ., N
ooy M
K
where z [+ ] =1
=0 M

and 61 is the vector of regression c¢oefficients for firm L.
bThe chi-square degrees of freedom represent the number of restrictions,
€ # indicates p-value ¢ .0001,

dThe overall chi-square statistic represents the sum of independert chi-square statistics across
subperiods, with degrees of freedom equal to the sum of the degrees of freedom 1n each subperiod.



Table 8

Likelihcod ratic tests of the restrictions® on the coefficients in equation {6} implied by a k-factor
asset pricing model (plus a zero-beta portfolio) for k=1,2. The data consist of daily returns of ten
size-based portfolios of NYSE and AMEX stocks.

= M
- M .4
Rpt o “ 5plDt + 5 spuRE -1 05
{5)
v §_ REM (REM, - DY) + 4
pb ot p -1 t pt
{a) Size-Based Portfolios
. 2 b 2 L2
Subperiod HO. k=1; Yig HO. k=2: X35 HO' k=3; Loy
1963-1968 101.792 ()¢ 56.898 (.0111) 29.307 (.D698)
1969-1973 195,986 (%) 52.843 (.0270) 34.669 (.073%)
1974-1979 110,237 (*) 49.706 {.0509) 34,488  (.0768)
1980-198% 222.607 (%) he.817 (.0027) 18.767 (.76u43)
overalld 630.622 (%) 222.264 (%) 117,202 (.0698)
{b) Industry-Based Portfolios
2 o 2
Subperiod HO: K=2; XHS HO. k=33 X32
1963-1968 99.847 (%) 65.011  (.0005%5)
1969-1973 86,986 (.0002) 37.231  {.2408)
1974-1979 91.590 (*) 43,947 (.0845)
1980-1385 114,813 (%) 60.323 {(.0013)
overail? 362,832 <t 206.062 (%)

3The restrictions {(3) are modified to allow the intercept to be different and unrestricted in each

aguation.

bThe chi-square degrees of freedom represent the number of restricticns.

€ % jndicates p-value less than .0C07.

dThe overall chi-square statistic represents the sum of independent chi-square statistics across
subperiods, with degrees of freedom equal to the sum of the degrees of freedom in 2ach subpericd.



Table 9

Likelihood ratio tests of the restricticns in equation (8) on the coefficients in equaticn (7) implied

by a k-factor asset pricing medel (plus a zero-teta portfolic) for k=1,2.
returns for ten size portfolios of NYSE and AMEX stocks.

The

data consist of daily

3 A0 S JiJ )
Rpt = a + uth + szt-1 * Gp(Dt Zt 1) * ot (7

(a) Size-Based Portfollos

. 2 a 2 2
Subpericd Ho: kal; s k=2 vok=3: qo,
ubperi HO k=1 X3g HO k=2; Xeg HO k=3 ‘30
1963-1968 218.859 (9P 69.737 (.1026) 34,570 (.5366)
1969-1973 238,973 (M) - 58,594 (,1204) k2,044 (.1981)
1974-1979 330.708 (%) 70.449  (.0926) 28.560 (.8067)
1980-1985 304,622 (%) 108,400 (%) _d
Gverall® 093,162 (*) 317.180 (%) 106,074 (.5344)
(b) Industry-Based Portfolios

. . 2 . =3 2

Subperiod HO. k=23 X753 HO‘ k=135 Xyg
1963-1968 110.829 (.0022) 51.760 (.3293)
1969-1973 118,200 {(.0005) 55.378 {.2163)
1974-1979 115.691  {.0008} 52.617 (.3000)
1980~1985 173170 (%) 86.28 (.0006)
Overall® 517.889 (%) 246.041 (%)

AThe chi-square degrees of freedom represent the number of restrict:ans.

o . indicates p-value less than .0001.

“The overall chi-square statistic represents the sum of independent chi-square statistics across
subperiods, with degrees of freedom equal to the sum of the degrees of [reedom in each subperiocd.

dProgram did not converge. Cverall result is based on aggregation over first three subperiocds oniy.



