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Abstract 

Fund managers can demand liquidity for their trading ideas or provide liquidity for others’ ideas.  
We identify the roles of these motives using a database of the individual transactions by Canadian 
equity funds.  Both the cost and subsequent performance of their buys decline after strong inflows, 
indicating the depletion of ideas and substitution into liquidity provision as funds put new money 
to work.  Sales show little of this substitution, consistent with funds’ narrower latitude to provide 
liquidity to buyers.  In general, the option to provide liquidity makes fund performance positive in 
the transactions costs of buys, but not of sells. 
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Abstract 

Fund managers can demand liquidity for their trading ideas or provide liquidity for others’ ideas.  

We identify the roles of these motives using a database of the individual transactions by Canadian 

equity funds.  Both the cost and subsequent performance of their buys decline after strong inflows, 

indicating the depletion of ideas and substitution into liquidity provision as funds put new money 

to work.  Sales show little of this substitution, consistent with funds’ narrower latitude to provide 

liquidity to buyers.  In general, the option to provide liquidity makes fund performance positive in 

the transactions costs of buys, but not of sells. 

  



 
 

 
 

1. Introduction 

Equity markets provide trade immediacy at a price, and traders can profit from either 

charging or paying that price.  The literature on active mutual-fund management focuses largely 

on demanding, or paying, for immediacy: managers generate perishable trading ideas, and pay for 

the immediacy required to profit from the ideas before they expire, speculating that their value 

exceeds the price paid to execute them.  Or maybe the managers do not have new ideas but are 

forced to trade anyway because of inflows or redemptions, and again pay for immediacy but now 

at a loss.  These are the motives generally associated with institutional transactions.  However, 

active managers could instead take the other side: providing, or selling, immediacy for the trades 

of others, now speculating that the price they charge exceeds the prospects of the other side.1  In 

this paper we gauge the separate contributions of these motives to the transactions of active traders, 

paying particular attention to the role of the fund’s inventory of trading ideas. 

A fund has, to some extent, an inventory of trading ideas.  That is, management invests in 

a process designed to generate trading ideas, and at some pace this process builds an inventory.  If 

a new idea is to sell a current holding, then it can be executed at will in liquid markets. But if the 

new idea is to buy, then it requires cash from sales or inflows.  So the arrival of cash fosters trades 

which reduce the inventory of new ideas, and if this reduction outpaces the arrival of new ideas 

then eventually the inventory is depleted.  With a depleted inventory of ideas, demanding 

immediacy when the next cash arrives would be unprofitable. However, the manager could aim to 

supply immediacy instead.  That is, looking across her investible universe, the manager could look 

for stocks to buy from motivated sellers at negative, or at least small, transactions costs. The 

manager could supply immediacy to motivated buyers as well, but would have only her fund’s 

                                                 
1 Keim (1999) examines this substitution between demanding and supplying liquidity in the context of a passive 
mutual fund. 



 
 

 
 

holdings from which to choose stocks to sell. The diligence for such liquidity provision would 

presumably hinge on what the manager could infer about the other side.   

Besides recent flows, another likely influence on trade cost and performance of 

considerable interest is the fund’s size.  In the view of Berk and Green (2004), a fund’s size is an 

endogenous response to the fund’s apparent value-added, and this value addition could manifest 

as cheaper trade execution, or better subsequent performance.  Similarly, in the view of Gervais, 

Lynch, and Musto (2005), fund family size associates with higher managerial value-added, through 

its effect on the efficiency of managerial retention. 

To shed light on whether the substitution from demanding to supplying immediacy is at 

work in funds’ transactions costs, and also on the relation between transactions costs and fund size, 

we assemble a database of individual trades for a sample of mutual funds whose identities we 

know. This knowledge allows us to relate the individual trades to the fund-specific characteristics 

such as funds’ flows and fund size, and to the market for the traded stocks.2 The database starts 

with statutory filings by Canadian mutual funds:  For ten years, Canadian funds were required to 

disclose every trade in year-end filings.  The funds did not have to disclose the trade dates, but 

many funds did anyway, in large part because of the disclosure format chosen by the custodian 

rather than the mutual fund.  We collected all such filings, identified the ones disclosing dates, and 

merged these data with another database showing the funds’ flows, returns, and other specifics, 

and yet another database of intraday trades and quotes in Canada and the US.  With the resulting 

file, we can estimate the transactions cost of each trade, as well as its subsequent performance and 

                                                 
2 While much research has examined influences on individual fund trades (e.g., Chan and Lakonishok (1995); Keim 
and Madhavan (1997); DiMascio, Lines, and Naik (2016); Busse, Chordia, Jiang and Tang (2016); Anand, Irvine, 
Puckett, and Venkataraman (2012)), the fact that most prior studies did not know the identity of the funds in their 
samples meant that measurement of fund-specific influences on trade costs and performance was not possible.   



 
 

 
 

the context, including fund flows, in which it occurred.  So we can see the substitution from 

demanding to supplying liquidity, and the adverse-selection cost that the substitution imparts. 

Looking ahead to our results, the key finding among trading costs is that the cost of 

purchases goes down as recent flows go up.  So while inflows oblige funds to buy more than they 

planned, the funds avoid buying more immediacy than their less-informed trades call for.  And 

consistent with a fund’s lesser ability to satisfy motivated buyers, the same does not hold for sales; 

the transactions cost of sales shows no relation to recent flows. 

The performance of the trades bears out this substitution hypothesis. While a fund’s 

performance is positive in fund and family size, it is negative in flows: inflows correspond to flat 

or negative returns on stocks purchased, depending on the sample period, and outflows correspond 

to flat or positive returns on stocks sold. 

After analyzing trading costs and performance separately, we relate the two, asking 

whether the performance of trades increases with their initial cost, and we find that it does: as trade 

cost increases, the stock does better the next day if the trade was a buy, and worse if it was a sell.  

We also find that funds’ largest trades look from both perspectives like liquidity provision: they 

are struck at lower transactions costs, and the near-term performance of the trades is worse. 

The paper is in seven sections.  Section 2 is a brief review of relevant literature, Section 3 

describes the data, Section 4 addresses trading costs, Section 5 addresses trade performance, 

Section 6 relates costs to performance, and Section 7 summarizes and concludes. 

 



 
 

 
 

2. Related Literature 

This paper contributes to two areas of mutual-fund research. There is the literature going 

back at least to Jensen (1969) on whether and how mutual funds add value through active trading, 

and a more recent literature on the benefits of liquidity provision by mutual funds. 

The relation between mutual fund performance and trading costs has long been of interest 

to both practitioners and researchers. However, lack of individual trade reporting requirements has 

impeded empirical analysis. One remedy has been to estimate costs from Thomson 

(CDA/Spectrum) holdings data using quarterly changes of portfolio holdings. The test design in 

many of these studies, dating back to Grinblatt and Titman (1989), is to compare the gross returns 

(from, say, CRSP) of a portfolio assuming holdings were fixed for the quarterly period and 

compare these to the actual returns (net of fees and transactions costs) of the fund. More recently, 

Bollen and Busse (2006) compare trading costs derived from holdings changes and find that active 

managers experienced a significant change in trading costs after the change to decimalization 

compared to index funds.  

This approach can shed some light on the relation between the cost and future performance 

of trades. Wermers (2000) combines the holdings data with the CRSP mutual fund file and finds 

that the gross returns of actively-managed funds exceed estimates of the costs of their implied 

trades. Using a similar approach, Kacperczyk, Sialm, and Zheng (2005) find that actively-managed 

funds with more concentrated holdings, presumably exploiting the manager’s informational 

advantage, outperform less-concentrated (more diversified) funds, suggesting that effective 

trading ability varies by fund and contributes to overall performance.   Chalmers, Edelen, and 

Kadlec (1999) and Edelen, Evans, and Kadlec (2013) also infer trading costs from portfolio data 

by estimating the effective spread for mutual fund equity holdings.  Based on brokerage 



 
 

 
 

commission data from the semi-annual N-SAR filings, they estimate that brokerage commissions 

add up to 0.30% of returns and spread costs are 0.47%. By relating fund's performance to 

transaction costs, they document a negative impact of aggregated trading costs on mutual fund 

returns. 

There is another stream of literature – for example, Chan and Lakonishok (1995), Keim 

and Madhavan (1997), Anand at al. (2012), Frazzini, Israel, and Moskowitz (2015), DiMascio, 

Lines, and Naik (2016), Busse et al. (2016) – which, like this paper, compute trade costs from 

directly-observed individual transactions. Using data from proprietary sources like the Plexus 

Group and Abel-Noser Solutions, these papers focus on the relation between the cost of trade 

immediacy and the size of the trade, stock-specific factors, and the relative urgency of trade (e.g., 

momentum versus index managers.) Those data enable the researcher to identify who initiates the 

trade and, thereby, is demanding liquidity. The key contrast between those papers and ours is that 

those papers can identify a fund’s intentions; for example, they can identify when two 10,000-

share trades were actually part of a 20,000-share order. But because the funds in their data are 

anonymous, they can link trading activity only to general characteristics – mainly the investment 

style – of the traders.  In this paper we do not observe the fund’s trading intentions, only its 

outcomes; but because these filings are entirely public, we can link the trades to relevant 

information about the funds including subsequent fund performance. An exception among the 

papers referenced above is Busse et al. (2016) who use the anonymous individual trades from the 

Abel-Noser data, but develop an algorithm that matches the actual trading activity from Abel-

Noser with quarterly changes in Thomson holdings data in an effort to identify the fund executing 

the Abel-Noser trades.  This enables them to match trade costs to specific funds, and relate fund 

size and fund performance (estimated relative to a 4-factor model) to fund transactions costs. 



 
 

 
 

Another exception is Frazzini, Israel, and Moskowitz (2015) who examine the trades of one large 

institution and, as a result, are unable to analyze cross sectional relations between trade costs and 

fund characteristics.  

We, like Busse et al. (2016), examine the relation between trade costs and subsequent fund 

performance.  Our focus, however, is on the change in a fund’s trading in response to its 

inflows/redemptions through their effect on its inventory of potential trades.  Because we can 

correlate individual trades with liquidity needs, we can estimate whether a given trade supplies or 

demands liquidity, and also estimate its information content and its contribution to the fund's 

performance. Thus, we contribute to a body of work documenting liquidity provision by mutual 

funds dating back to Keim (1999), which examines the substitution between demanding and 

supplying liquidity in the context of a passive mutual fund and shows how supplying liquidity can 

improve fund performance. Looking across investment styles, Da, Gao, and Jagannathan (2011) 

use quarterly portfolio changes to argue that growth-oriented funds tend towards stock selection 

whereas income-oriented funds tend towards liquidity provision. Zhang (2009) argues that 

liquidity provision can be beneficial especially when mutual funds supply liquidity to funds forced 

by outflows to sell. Bhattacharya, Lee, and Pool (2013) show that mutual funds are willing to 

supply liquidity to affiliated funds in the same fund family suffering from fire sales. In Anand, 

Irvine, Puckett, and Venkataraman (2013) the question is whether crises alter institutions’ 

propensities to supply vs demand liquidity. Our question is not about rare macroeconomic 

disasters, but instead a potentially common microeconomic problem i.e. whether inflows exhaust 

a fund’s trade ideas and lead it to provide liquidity instead.  

 



 
 

 
 

3. Data Sources and Definition of Variables 

We examine a public database of mutual fund filings available at SEDAR 

(www.sedar.com). We collect all the interim and annual statements of portfolio transactions dated 

between January 2001 and June 2004, yielding transaction data covering January 2001 through 

December 2003. These documents are all pdf files which require a labor-intensive transfer to 

usable form. Thus, we focused on only active mutual funds reporting transaction dates in their 

filings. We matched 199 active funds to Morningstar of which we observe 376 fund/years of data. 

The funds are in four broad categories: Canadian Equity (103 funds), US Equity (43 funds), 

International (18 funds), and Specialty Funds (35 funds).3  

All trades for each of these funds were collected, but not all trades are in the final sample 

of the analysis, because we cannot match all trades to data sources for market prices for the traded 

stocks. Some of the stocks in our data were traded on markets outside Canada and the US so we 

did not match these trades. If we matched the name of a traded stock with a CUSIP, we identified 

the trade as a good match only if the execution price derived from the statement of transactions is 

between the maximum and minimum price for the day. 

All fund-level data for our sample of Canadian mutual funds comes from Morningstar and 

is reported monthly. These data include historical returns of the funds, total net assets (which are 

aggregated across share classes for the same fund), sponsor identity, and fund category. Our 

sample covers 30% of the Canadian active mutual fund industry. In Table 1 we provide summary 

information about the funds in our sample (Panel A) and for the entire Canadian mutual fund 

                                                 
3 Using Morningstar's category definitions, Canadian funds include Canadian Balanced, Canadian Dividend, Canadian 
Equity, Canadian Equity Pure, Canadian Tactical Asset Allocation, and Canadian Small Cap. US funds include US 
Equity, US Small and Mid-Cap, North American and High Yield. International funds include Emerging Markets, 
Global Balanced and Asset Allocation, Global Equity, and International Equity. Specialty funds include Healthcare, 
Financial Services, Natural Resources, Science and Technology, Real Estate, Precious Metals, and Miscellaneous. 



 
 

 
 

universe (Panel B), averaging across each fund/month. For the 199 funds in our sample, the 

average total net assets for each fund is $406 million, the total net assets of the sponsor is $20 

billion, average monthly net-flows are 1.24%, and the average monthly rate of return is 0.29%. 

For comparison to the overall industry (n=677), the average Canadian active mutual fund has a 

total net asset size of $349 million, the sponsor net assets average of $17.09 billion, average 

monthly net-flows are 2.7%, and the average monthly rate of return is 0.41%. Overall, our sample 

appears to be representative of an average fund in the industry. 

Market-related data for the stocks traded come from four major sources: Datastream, 

CRSP, TSX Trade and Quotes Data, and US Trade and Quote Data. The daily information on 

market returns, stock returns, closing bid and ask prices used to calculate the spread, and market 

capitalization come from Datastream for Canadian stocks and CRSP for US stocks. The daily 

average trading volume for the 20 days before the trade, opening price, and the minimum and 

maximum price come from the trade and quotes data in each respective market. In the event that a 

stock is traded in both the US and Canada, we assume the stock traded in Canada and match with 

the Canadian data. To convert US prices to Canadian dollars, we use the daily exchange rate posted 

by the Bank of Canada. After some filtering to remove outliers and matching, we are left with 

107,058 buy and 80,202 sell trades. 

We test for the effect of flows on trades, where the statistics and tests are designed to make 

the best use of the available data.  The available data on funds’ assets under management are 

monthly so the flow data are monthly; accordingly, the flows we relate to a transaction are those 

over the month preceding the trade. We use the preceding month, rather than the same month, 

since the same-month flow looks ahead of the trade to the end of the month, and thus potentially 

introduces a look-ahead bias.  Regarding the trades themselves, we get the date but not the time of 



 
 

 
 

day, so when we relate a trade to the stock’s recent return, the return ends with the close of the 

previous trading day, and when we relate it to the stock’s subsequent return, it is the return starting 

with the close of the same day. For the same reason, we do not know the bid/ask spread that 

prevailed at the moment of the trade, so when we need the spread relevant to the trade we instead 

take the average spread over the previous twenty trading days.  This averaging also serves to 

remove noise from the spread estimate.  And when we benchmark the trade to calculate its cost, 

we use the same-day open price.  Accordingly, the scenario that best fits our benchmarking is 

where the decision to make a trade is struck sometime between the previous day’s close and the 

same day’s open, because this is the scenario where the cost we measure is the trade’s 

implementation shortfall.4 

 

3.1 Trade- and stock-specific variables 

We analyze trade costs by relating them to the relevant stock- and trade-specific forces and 

circumstances identified by the literature, and adding the fund-specific variables that the database 

provides. We do this by first calculating the trade costs as percentage departures from the same-

day open, i.e. 

ௗ,௕௨௬ܥܶ ൌ
ௗܲ െ ௗܲ,௢௣௘௡

ௗܲ,௢௣௘௡
ௗ,௦௘௟௟ܥܶ																								 ൌ

ௗܲ,௢௣௘௡ െ ௗܲ

ௗܲ,௢௣௘௡
	,																														ሺ1ሻ 

 

where ௗܲ is the execution price and  ௗܲ,௢௣௘௡ is the stock's opening price on the same day, and then 

relating them in pooled cross-sectional and time-series regressions to the explanatory variables.  

The stock-specific explanatory variables include the bid-ask spread Spread, which is the average 

                                                 
4 See Perold (1988) and numerous subsequent studies including Keim and Madhavan (1997), Anand et al. (2012, 
2013) and Busse et al. (2016). 



 
 

 
 

percentage spread over the previous twenty trading days, and the log of the stock’s market 

capitalization, log(MktCap).  To capture the impact of dollar trading volume on the stock’s price 

we include the popular measure drawn from Amihud (2002),  

ሻ݀ݑ݄݅݉ܣሺ݃݋ܮ ൌ 	 log ቆ݊ܽ݁ܯሺ
หܴ݁ݐ௦,ௗห

௦,ௗ݈݋ܸ ∙ ௦ܲ,ௗ
ሻቇ ,																																																				ሺ2ሻ 

where ܴ݁ݐ௦,ௗ	is return and ܸ݈݋௦,ௗ is volume of stock ݏ on day ݀, and the mean is computed over 

the prior 20 trade days.  To pick up any systematic differences between trading Canadian vs US 

stocks, we include CanUS which is 1 for Canadian stocks and 0 otherwise, and to allow for the 

effect of the recent performance of a stock on the cost of trading it, we include XS_Ret_Pre_1Mo, 

which is the stock’s return over the month ending the day before the trade, minus the return of the 

domestic index (the TSE 300 or the S&P 500) over the same period.  The dependent variables 

XS_Ret_Post_1Day and XS_Ret_Post_1Week, the excess returns over the day and week beginning 

with the close of the trade day, are calculated analogously. 

 The trade-specific variables include the size of the trade relative to the stock’s trading 

volume, TrSize/Vol, where volume is the average shares traded over the previous twenty days.  

And finally, we include an indicator for whether the trade appears to be part of a package of trades, 

i.e. one of several pieces of a broken-up block trade.  The database does not indicate this directly 

so we need to estimate.  Our estimate is ClosePastTrade, which is 1 if the same fund traded the 

same stock in the same direction anytime in the week ending the day before the trade, and 0 

otherwise.5 

                                                 
5 We occasionally see the fund trade the same stock in the same direction on the same day, but we do not reference 
these trades in the calculation of ClosePastTrade since we do not know if they came before or after the trade in 
question, and we do not want to introduce a look-ahead bias. 



 
 

 
 

 

3.2 Fund-specific variables 

 A fund’s investment style has been found, for example by Chan and Lakonishok (1995), 

Keim and Madhavan (1995, 1997) and Da, Gao, and Jagannathan (2011), to influence its demand 

for immediacy and thus its trade costs. For example, momentum funds chasing short-term price 

trends demand relatively more immediacy, whereas value-oriented managers (e.g. Warren 

Buffett), relying on longer-lived information, can be more patient when building or liquidating 

positions and therefore demand relatively less. These differing demands for immediacy may 

influence trade costs.   

A fund’s size can also influence its trade costs.  Existing research finds that fund costs are 

inversely related to fund size, consistent with economies of scale in running a fund (Collins and 

Mack (1997), Tufano and Sevick (1997), Chalmers, Edelen, and Kadlec (1999), and Edelen 

(1999)). Chalmers, Edelen, and Kadlec (1999) find that trade costs in particular, rather than fund 

costs in general, are less negative in size and thus indicate lower scale economies, perhaps due to 

the scale diseconomies promoted by Berk and Green (2004). However, the trade costs in Chalmers, 

Edelen, and Kadlec (1999) are only rough approximations, as they reflect only quarterly portfolio 

changes, as opposed to the actual trades reported by the data used here. To allow for fund-size 

effects we include	݃݋ܮሺܶܰܣሻ, the log of the fund’s total net assets (TNA) as of the end of the 

month of the trade. To further allow for an effect of the size of the fund’s family, such as economies 

from its stable of analysts or back-office operations, or diseconomies from replicating trades across 

multiple funds, we also include	݃݋ܮሺܶܰݎ݋ݏ݊݋݌ܵܣሻ, i.e. the log of the aggregate TNA of all funds 

with the same sponsor on that date. 



 
 

 
 

We calculate net flows from returns and TNA in the usual way. For a trade executed in 

month ݐ ൅ 1 we measure ݓ݋݈ܨ as ൫ܶܰܣ௧ െ ௧ିଵܣܰܶ ∙ ሺ1 ൅ ܴ௧ሻ൯/ܶܰܣ௧ିଵ, where ܶܰܣ௧is the 

fund’s TNA at the end of month ݐ and ܴ௧ is its net-of-fee-return during month ݐ. In the later part 

of our analysis, we also construct cumulative m-month flows as ݓ݋݈ܨ௧;௧ି௠ ൌ ∏ ሺ1 ൅௠ିଵ
௞ୀ଴

௧ି௞ሻݓ݋݈ܨ െ 1. 

Table 2 provides summary statistics for the constructed variables. To eliminate the effect 

of extreme outliers we winsorize ܶ݃݋ܮ ,݈݋ܸ/݁ݖ݅ܵݎܶ ,ܥሺ݀ݑ݄݅݉ܣሻ, ܵݓ݋݈ܨ ,݀ܽ݁ݎ݌, 

 at the 1% and 99% level. As 1ܹ݇_ݐݏ݋ܲ_ݐܴ݁ܵܺ and ,ݕܽܦ1_ݐݏ݋ܲ_ݐܴ݁ܵܺ ,݋ܯ1_݁ݎܲ_ݐܴ݁ܵܺ

reported in Table 2, unconditional average trade costs are higher for sells (ܶܥ௦௘௟௟ ൌ 40bps) than 

for buys (ܶܥ௕௨௬ ൌ 7bps). The distributions of trade sizes are similar between buys and sells and 

skewed, with the average around 3 percent of daily volume and the median a tenth of that. Buys 

and sells are executed in similarly liquid markets, judging from our estimates of ݃݋ܮሺ݀ݑ݄݅݉ܣሻ, 

 ሻ. The post-trade excess returns for the traded stocks are higher for݌ܽܥݐ݇ܯሺ݃݋ܮ and ,݀ܽ݁ݎ݌ܵ

buys than for sells, with a daily average over the subsequent week is 4bp for buys and −1.5bp/day 

for sells, both in the direction of valuable information motivating the trades.  

 

4. Determinants of Trade Costs 

 The question for the data is whether flows deplete a fund’s trading ideas, and in particular, 

whether they push the fund from demanding to supplying liquidity.  We address this question by 

first relating flows and other explanatory variables to trade costs, and then relating trade costs to 

subsequent returns. 

For a first look we relate trade cost to trade size in Figure 1. Trades are sorted 

by	݈ܶ݋ܸ/݁ݖ݅ܵݎ into deciles and their costs are averaged within these buckets. Among buys, the 



 
 

 
 

relation follows a hump shape, rising to the 7th decile and then falling. Among sells, cost does not 

rise with trade size but it does fall for the largest three deciles. These relations are consistent with 

the largest trades gravitating toward liquidity provision, perhaps reflecting reverse inquiry. To 

allow for this possibility in the regressions, we divide ܶ݁ݖ݅ܵݎ ⁄݈݋ܸ  at the 75th percentile (1.5 

percent of volume for buys and 1.7 percent for sells) to create two variables: ݓ݋ܮ	݈݋ܸ/݁ݖ݅ܵݎܶ is 

minሺ݈ܶ݋ܸ/݁ݖ݅ܵݎ, ܲ	75%ሻ and	݄݃݅ܪ	݈݋ܸ/݁ݖ݅ܵݎܶ ൌ ݈݋ܸ/݁ݖ݅ܵݎܶ െ   .݈݋ܸ/݁ݖ݅ܵݎܶ	ݓ݋ܮ

 

4.1 Regression Model 

We estimate the relation between trade costs and flows and the other explanatory variables 

using ordinary least squares (OLS) regressions, estimated separately for buys and sells, with three 

specifications for each: one with TrSize/Vol and two with the piecewise version of TrSize/Vol, one 

of which has Log(Mcap) interacted with Log(TNA).  The coefficients and ݐ-values based on 

heteroscedasticity-consistent standard errors are in Table 3. 

The main result is that the effect of flows is strong and statistically significant among buys, 

but not sells, for all three specifications.  So as flows increase, transactions costs of buys go down, 

but those of sells appear unaffected.  Among the other variables, we find that larger funds see 

lower costs for trades of the same size, but given that, larger fund families see higher costs, which 

could reflect trade ideas executed at the family level.  We also see higher costs for larger stocks, 

which is not in line with the usual intuition that information is scarcer for smaller stocks, but 

breaking this out by fund size isolates the higher cost in larger funds, consistent with these funds 

focusing their information gathering on larger stocks. And momentum trading is expensive: buys 

are more expensive after good returns, and sells are more expensive after bad returns. 



 
 

 
 

The regressions find a significant effect of the magnitude of lagged flows on the cost of 

buys, but not sells, which is consistent with the funds’ wider latitude to satisfy motivated sellers 

than motivated buyers.  In the next subsection we focus exclusively on buys and look beyond the 

most recent month to earlier months to gauge whether more distant flows are relevant to a fund’s 

inventory of buy ideas. 

4.2 Relation between trade costs and persistence of cash flows 

 The goal of this subsection is to gauge the effect of positive flows before the most recent 

month on trading costs, and by implication the inventory of trading ideas, in the current month.  

We do this by identifying the funds with two, three and four consecutive months of positive flows, 

and testing whether the incidence of negative estimated transactions costs among these funds is 

significantly higher than among the other funds. 

 There are four panels in Table 4, each with a two by two sort.  Funds are sorted by recent 

flows, where those with positive flows in the most recent month (or, in panels B, C and D, each of 

the two, three or four most recent months) are in the top row, and all other funds are in the bottom 

row.  In the left column is the number of transactions with positive estimated trading costs, and 

the right column is the number with negative estimated trading costs. Under the number is the 

percentage that number represents of the two numbers in that row.  Thus, positive flows associate 

with a greater incidence of negative transactions costs, then the percentage in the upper right cell 

is higher than the percentage in the lower right cell.  And as we go down the panels, we see the 

effect of increasingly distant flows on this incidence. 

Looking across the panels, there is little evidence that flows before the most recent month 

are relevant to the current inventory of trade ideas, in that there is not a growing gap between the 

relevant percentages.  Thus we focus the remainder of our tests on the most recent flows. 



 
 

 
 

Given the evidence that flows in the recent month are the most relevant for the current 

inventory of trade ideas, we explore further the hypothesis that managers receiving larger flows 

increasingly tilt subsequent trades toward liquidity provision. This exploration is presented in 

Figure 2. The x-axis groups funds by their lagged flows in 1.25%-wide bins ranging from -5% to 

+5%.  The y-axis reports the average trading costs for all funds in each of the fund-flow bins. 

Consistent with the regression results in Table 3 and the hypothesis that funds turn to liquidity 

provision as more and more flows come in, we see a strong negative relation between average 

trading costs and past flows. 

5.	Relation between buy costs and subsequent returns 

Investors paying for immediacy presumably expect higher near-term returns.  Is this what 

we see?  We can test for this relation by using the same general regression design as in Table 3, 

except now trading costs are an explanatory variable, and the dependent variable is the stock’s 

excess return (i.e. raw return minus the S&P or TSE, as appropriate) over the next day or week.  

The results are in Tables 5 (buys) and 6 (sells). 

Among both buys and sells, we find a strong relation in the predicted direction over the 

next day.  When funds pay more to buy a stock quickly, it does better the next day, and when they 

pay more to get out of a stock quickly, it does worse the next day.  Over the next week, the relation 

is strongly significant among sells and weakly significant among buys.  Conditional on the 

information impounded in trading costs, flows show a generally positive relation to the future 

returns of stocks the funds are buying, and negative relation to those of the stocks they are selling, 

which could reflect the herding dynamic documented elsewhere (e.g. Wermers (1999)).  In the 

tables we find larger buys and sells doing relatively worse in the short term, implying that for a 

given trading cost, the larger trades are more likely to be liquidity provision rather than demand.  



 
 

 
 

And we also find that the larger families make the better buys, and the larger funds make the better 

sells. 

6. Relation between a fund’s transactions costs and its performance 
 

So far we find that funds incur trading costs judiciously on the buy side, when they have 

trading ideas, and otherwise substitute into liquidity provision.  Providing liquidity is not so 

feasible on the sell side, and there we see little evidence of it.  On both sides, higher transactions 

costs predict better performance, but for a given transactions cost, bigger trades do worse.  Larger 

trades loom larger for the fund, so this leaves open the question what the relation between trading 

costs and performance means for the funds’ shareholders.  To find out, we run a last set of 

regressions where a fund’s month-t performance is the dependent variable, and the independent 

variables include the value-weighted transactions cost of the fund’s buys and of the fund’s sells 

that month.  We run the regression with and without fund and year/month fixed effects.  The results 

are in Table 7. 

The regressions find that, no matter the specification, the transactions costs of buys relate 

positively to performance the month of the trade.  The relation to the cost of sells is never positive, 

and is significantly negative in half the specifications.  So the bottom line from the mutual-fund 

investors’ point of view is that the option to supply rather than demand liquidity allows their 

managers to get value for value when they pay for buys, but not when they pay for sells.  And it is 

worth noting that none of this is picked up when the trade costs of buys and sells are not separated 

out. 

 

  



 
 

 
 

7. Summary and Conclusion 

 We test a hypothesis about mutual funds’ transactions costs: inflows deplete buy ideas, 

causing funds to tilt from liquidity demand to liquidity provision.  We also test the companion 

hypothesis that outflows deplete sell ideas, and also lead to liquidity provision.  We find strong 

evidence for the effect on buys but not on sells, consistent with the greater difficulty to a fund of 

satisfying motivated buyers, compared to motivated sellers.  We also see that the largest trades 

tend toward liquidity provision.  Looking ahead at the near-term performance of the trades, we 

find that more expensive buys and sells perform better, and also find more evidence that the largest 

trades tend toward liquidity provision.  To the ultimate beneficiaries, the funds’ shareholders, 

transactions costs in general are unrelated to concurrent performance, but by disaggregating costs 

we find that performance is positive in the cost of buys and negative in the cost of sells. 

 Our findings support the view that funds pay for immediacy judiciously, not buying more 

than they need for the task at hand.  The assumption underlying this conclusion is that we can take 

an inventory view of a fund’s trade ideas: research builds the inventory up, and then buys take it 

down.  More inflows mean more buys and thus fewer remaining ideas, so that eventually selling 

immediacy to others creates more value.  Further evidence on the production and use of trade ideas 

by fund families is an interesting area for future research. 
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