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Abstract

Estimating a risk free Term Structure of Interest Rates or Zero Coupon
Yield Curve from the observed bond prices would involve controlling for the
effects of security specific non-interest rate factors that affect bond prices.
In this paper we propose a new framework to estimate benchmark - default
and liquidity risk free - yield curve along with an illiquidity discount using
the stochastic frontier functions. The methodology explicitly models the ef-
fects of security specific factors such as age, issue size, coupon and residual
maturity on illiquidity discounts implicit in bond prices. Using the daily sec-
ondary market data from National Stock Exchange-Wholesale Debt Market
for Government of India bonds for the period January 1997 to July 2002, we
find that the new methodology not only identifies frontier yield curve that
is significantly different from the standard zero coupon yield curve and gives
reasonable estimates of illiquidity discounts, but also performs better than
the standard yield curve models in terms of tracking observed bond prices.
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Estimating the benchmark Yield Curve
- A new approach using Stochastic Frontier Functions

Gangadhar Darbha

1 Introduction

The zero coupon yield curve (ZCYC) or the term structure of interest rates -

that characterize the relationship between interest rates in the economy and

the term to maturity - forms the basis for the valuation of all fixed income

instruments. Modelled as a series of cashflows due at different points of time

in the future, the underlying price of such instruments can be calculated as

the sum of the present values of the cashflows, each discounted by the rate for

the associated term to maturity. When the rates used in discounting are the

risk-free rates of interest, the resulting value of the fixed income instrument

would be its fundamental value devoid of either default or liquidity risks.

Risk free rate is the rate of return that is free of default and liquidity

risk. It must reflect three components: a rental rate indicating the real

return for lending out funds over a investment period thereby forgoing the

consumption for which the funds otherwise could be used, inflation, and

term risk indicating the risk that the principal’s market value will increase or

decrease during the term to maturity. The risk-free interest rate schedule or

the bench-mark yield curve, therefore, represents the expectations of agents,

on an average, about the movements of the above mentioned factors in the

economy. Knowledge of the default risk free term structure of interest rates

enables one to compute the fundamental value of default-risk free sovereign

bonds and their derivatives like STRIPS (Vasicek (1979) and Hull and White

(1990)). In addition, it would also provide an essential input into the pricing
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of defaultable bonds and credit derivatives (Barrow and Turnbuckle (1995)

and Duffie and Singleton (1999)). Risk free yield curves are also required for

risk management purposes , for example, in applying the historical simulation

method to calculate the Value-at-Risk for default-risk free and defaultable

bond portfolios (Saunders (1999) and Darbha (2001)).

An important obstacle in the above mentioned applications is that the

term structure of risk-free interest rates is not directly observable in the mar-

ket and has to be estimated from the market prices of traded instruments

using statistical techniques. An obvious way to control for the default risk in

estimating risk-free interest rates is to consider, at the first stage, only the

default risk-free sovereign bonds. The resulting interest rate schedule, while

free from default risk, will still be affected by the liquidity risk if sovereign

bond prices contain liquidity premium. In other words, if the observed vari-

ation in sovereign bond prices is due to variation in (expectations about)

interest rates alone, one can estimate the yield curve from the bond prices

using the present value relations in a conceptually straight forward manner.

If, on the other hand, the sovereign bond prices contain a significant liquid-

ity premium, related to certain security specific factors such as the age of

the bond, coupon, issue size etc., then estimating the yield curve from bond

prices without controlling for these effects would lead to biases in the term

structure. If these factors adversely affect the liquidity of bond and thereby

lead to lower prices, any model estimating the yield curve ignoring this fact

will over-estimate implied interest rates. In this paper we propose a new and

consistent econometric framework to estimate benchmark yield curve that

explicitly takes into account the effects of security specific factors on bond

pricing.

The empirical significance of these factors in affecting the liquidity pre-

mium and prices in bond markets is well recognized in the literature. Amihud

and Mendelson (1991), analyzing the Treasury bill and note yield differen-

tial, find that liquidity is an important factor in affecting bond prices and

it is inversely related to the term to maturity of bonds. Warga (1992) find

that recently issued ”on-the-run” treasury securities have lower returns than

”off-the-run” issues, a result suggesting that greater liquidity of the former is
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positively priced by the market. Similarly, Sarig and Warga (1989) find that

bond’s liquidity tends to decrease with its age or time since issue. In a study

of yield differences between Treasury notes and bills, Kamara (1994) finds

that the liquidity premium increases with both interest rate volatility and

turnover ratio in the notes market relative to that in the bill market. Crabbe

and Turner (1995) analyze the relation between liquidity premia and the is-

sue size in US corporate bond market and do not find a stable correlations

between them. Elton and Green (1998), analyzing the US bond price data,

find that factors affecting liquidity, such as age of the bond, coupon, issue

size, and volume are significantly correlated with bond prices over and above

that explained by the interest rate factors. Similar evidence is found by Eom,

Subramanyam and Uno (1998) in the context of Japanese bond market and

Darbha, Dutta Roy and Pawaskar (2001) in the Indian context. This evi-

dence highlights the need for: controlling the effects of these variables on the

estimated yield curve, and estimating the effects of these variables on bond

prices simultaneously with the yield curve.

Not withstanding the empirical evidence on the importance of non-interest

rate factors in affecting the liquidity premium and bond prices, the work on

estimation of the yield curve, both in developed and emerging bond markets,

has focussed primarily on identifying the functional form of the relationship

between interest rates and the term to maturity using alternative parametric

models that fit the present value model prices ’best’ to the observed market

prices. These methods include: polynomial splines (McCoullogh (1971, 75)

and Mastronikola (1991)), exponential splines (Vasicek and Fong (1982) and

Shea (1985)), B-splines (Shea (1985), Steely (1991) and Eom, Subramanyam

and Uno (1998)), exponential polynomial forms for the forward rates (Nelson

and Siegel (1987), Sternson (1994) and Bliss (1997)), and smoothing splines

(Fisher, Nychka, and Zervos (1995), Bliss (1997) and Waggoner (1997)).

In the Indian context, Thomas and Saple (2000), Subramanian (2001) and

Darbha, Dutta Roy and Pawaskar (2001) estimate and compare the perfor-

mance of alternative models of term structure of interest rates.

Noticeably none of these studies either address the issue of consequences

of mis-specification to the estimation of term-structure or do not provide a
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framework to estimate the term structure that takes into account the effect

of non-interest rate factors on bond prices. Of course, if the observed price

variation across securities over and above that implied by the yield curve is

random and not systematically related to the security specific factors, then

the biases caused by the omission of these effects would be minimal. But some

of these studies find that such a systematic relationship between security

specific factors and bond prices is empirically significant. See McCoullogh

(1971, 75), Carleton and Cooper (1976) and Shafer (1981) for tax timing

and clientele effects in the US context, Elton and Greene (1998) for the

liquidity and volume effects in the US context, and Eom, Subramanyam and

Uno (1998) for the effects of coupon, age of the bond and term to maturity

in the context of Japanese bond market. In the Indian context, Darbha,

Dutta Roy and Pawaskar (2001) find that age, liquidity ratio and coupon

have a significant effect on bond prices after controlling for interest rate

effects. These studies typically estimate the yield curve at the first stage,

and study the correlations between pricing errors (the difference between the

prices predicted by the estimated yield curve and the observed prices) and

the security specific factors at the second stage. As a result, while their

findings are useful in highlighting the importance of these non-interest rate

factors, they do not control for these effects in estimating the yield curve in

the first stage itself. This makes the estimated yield curve sensitive to the

biases caused by the omission of relevant variables from the bond pricing

equation.

The empirical literature aimed at controlling for the effects of ’non-interest

rate factors’ has taken either of the following three approaches:

• select a sub-sample of ’bonds’from the full data set using some criteria

based on ’liquidity’ and estimate the yield curve based on the selected

sub-sample of observations (Bolder and Sterilski (1997)). The idea

being that the selected sample of bonds being the most liquid would

be devoid of illiquidity premia, and hence their prices reflect primarily

the interest rate factors.

• identify a single or a set of proxies for ’liquidity’, generate a weight
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variable as a function of these proxies and estimate the yield curve by

minimizing the weighted distance between observed and model prices

(Subramanian (2001)). Liquidity based weighting by down weighting

the illiquid bonds is expected to minimize the impact of the latter in

estimating the yield curve.

• estimate the yield curve jointly with a liquidity function relating the

bond prices to the other non-interest rate factors (Elton and Greene

(1998), Alonso, Blanco, del Rio and Sanchis (2000) and Darbha, Dutta

Roy and Pawaskar (2001)).

These approaches while suggest many heuristic ways to identify a bench

mark yield curve are not without problems. While the first approach may

enable to estimate the ’liquid yield curve’, its success hinges in two assump-

tions: that we can select the sub-sample in a correct way in the sense that we

do not throw out some relevant information wrongly; and that we have suf-

ficient number of observations in the sub-sample spread across the maturity

spectrum to enable us to fit a curve an in an efficient way. The latter will

be more serious in the context of emerging debt markets where a substantial

portion of secondary market trading is concentrated in handful of bonds that

the market perceives as liquid.

The second approach does not leave out any observations from the data

set, but it assumes that we can identify a liquidity function - both the proxy

variables and the parametric form in which it enters into the pricing equation.

Related to the latter point is that this approach does not take into account

the one-sided nature of the liquidity / illiquidity premium on bond prices.

That is, an illiquid bond would, generally, command a price (yield) lower

(higher) than a liquid bond, leading to a negative illiquidity premium in

prices. It is not clear how a simple liquidity based weighting scheme takes

this aspect into account. Naturally, credibility of the yield curve, estimated

from this approach, to act as a benchmark would depend upon the extent

to which such weighting schemes fully control for the other factors on bond

prices. It is found that the pricing errors of the yield curve model, estimated

using weights, are systematically related to security specific factors thereby
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suggesting that the weighting scheme alone is not sufficient to account for

the effects of non-interest rate factors.

Finally, the regression based approach that suggests a joint estimation of

a yield curve along with a liquidity function is consistent but does not ex-

plicitly recognize the one-sided nature of the liquidity effects on bond prices
1 Darbha, Dutta Roy and Pawaskar (2001) recognize this aspect when they

relate the security specific factors to positive pricing errors, but the underly-

ing framework of their analysis is not very clear in the sense that we do not

know whether the estimated yield curve represents a ’most’ liquid curve or

an ’average’ liquid curve.

The primary objective of this paper is to suggest a new framework for

estimating a bench-mark yield curve that explicitly controls for and mod-

els the effect of non-interest rate factors on bond prices. The framework is

based on the econometric models of stochastic frontier functions that, as we

explain in detail in the next section, addresses the criticisms of the previous

approaches. The second goal of this paper is to provide a methodology to

estimate the liquidity premium for each bond and analyze its relation with

various security specific factors. It is, in our view, the first comprehensive

attempt to jointly estimate the benchmark yield curve and security-specific

liquidity premium within a consistent statistical framework. While the em-

pirical analysis is based on Government of India bond market, the proposed

framework would be of relevance to all emerging bond markets where the

problem of fragmentation and illiquidity is acute.

The rest of the paper is organized as follows. Section II provides a brief

description of the Indian Government bond market, with a focus on the

segmentation and illquidity in the bond markets. Section III outlines the

econometric methodology and the empirical specification of the estimated

model. An account of the data and related estimation issues is presented

1Longstaff (1995) develops a liquidity pricing model in which liquid stocks offer a valu-
able option to trade and are more valuable than illiquid stocks. Grinblatt (1995) and
Kempf-Uhrig-Homburg (2000) apply this valuation technique developed for derivatives
and adds a liquidity factor to traditional models of term-structure. Though these studies
belong to a different tradition in term-structure modelling, they exemplify the fact that
liquidity in bond markets is an important priced factor to be accounted for.
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in Section IV. Results and analysis are presented in Section V. Section VI

concludes.

2 Indian Government Bond Market

The Indian Government bond market comprises securities issued by the Gov-

ernment of India and the State Governments. Government of India securities

include Treasury Bills (T-Bills) with maturity less than a year and dated Gov-

ernment securities (G’secs) with maturities exceeding a year. As on March

31, 2001, there were 116 G’secs outstanding with maturity dates ranging

from 1 to 20 years. The total outstanding amount was Rs.38,78,540 million.

There were 54 T-Bills outstanding for an aggregate amount of Rs.1,69,800

million. State Governments had an outstanding of 295 securities comprising

Rs.4,31,760 million.

The maturity distribution of outstanding G’secs as on March 31, 2001 re-

veals that over 50 percent of the outstanding issues have a residual maturity

less than or equal to 5 years. About 30 percent of the securities lie in the

maturity range of 5 to 10 years and the balance 20 percent have maturity

beyond 10 years. There are, in fact, only 3 securities with maturity dates

beyond 2016. During the financial year 2001-02, the Government of India

issued, for the first time, securities beyond 20-year maturity. The secondary

market in Government securities is largely a telephone-based market, with

trades subsequently reported on the Wholesale Debt Market segment of the

National Stock Exchange (NSE-WDM) 2 and the Subsidiary General Ledger

of the Reserve Bank of India (RBI-SGL). Secondary market activity in Gov-

ernment securities witnessed an average growth of 91 per cent per annum

during the period 1994-95 to 1999-2000. However, the size of the market is

small compared to the amounts outstanding; the total turnover in 2000-01

was Rs.45,65,150 million implying a turnover ratio of about 1.5. Trading in

2National Stock Exchange of India Limited (NSE) was set up in 1994 as a fully electronic
stock exchange that trades the spot and derivatives instruments mostly in equity markets.
It is the leading and most liquid among the other national and regional stock exchanges
in India.
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Government securities on the NSE-WDM was thin prior to 1998, but has

grown significantly over the last 3 years. Trading is usually spread over the

entire maturity spectrum, which, for the purpose of estimating a term struc-

ture, has the advantage that there are no gaps in the data at any maturity

bracket.

Like in most other markets, secondary market activity is concentrated

in a few securities, also referred to as benchmark securities. The identity of

these benchmark securities changes over time, and it is difficult to identify the

’optimal’ mix of characteristics that distinguish benchmark (liquid) securities

from other illiquid Government bonds. Investor interest in these papers is

partly driven by the Reserve Bank of India (RBI) policy of re-issuing certain

securities at various maturities, which on the one hand increases the notional

amount outstanding in these securities and on the other signals RBI prefer-

ence for emergence of the benchmark. Barring few exceptions, other features

in addition to high outstanding amounts - common to actively traded bonds

are a residual time to maturity that lies between 4-8 years and time since

issuance not exceeding 3 years (Table 1).

A comparison of the attributes and secondary market activity in 2 se-

curities with residual maturity of 10 years is illustrative of the role of non-

present-value factors in influencing investor preferences and, in turn, volumes

and prices (yields) in the secondary market (Table 2). The 11.50and has a

maturity date of August 5, 2011. The 11.5023, 2000 and will be redeemed

on November 23, 2011. The cashflow amounts of the 2 bonds are the same

and the cashflow structures (times to coupon and redemption) almost sim-

ilar. Secondary market activity in these papers on NSE-WDM reveals a

concentration of activity in the more recent issue, resulting in turn in signifi-

cant (price and corresponding) yield differentials between the two securities.

Similar anomalies in pricing of liquid (benchmark) vis-à-vis illiquid securities

exist in almost every maturity segment. This increases the need for explicitly

modelling the liquidity factor in estimating the benchmark zero coupon yield

curve.
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3 Econometric Methodology

3.1 Standard Framework

The price function for the (default-risk free) Government bonds, without any

optionalities, is given by:

P d
i = (P c

i + AIi) = ΣT
j=1

CFj

(1 + rj)j
(1)

where P d is the dirty price, P c is the clean price, AI is the accrued interest

rate, CFj is the cash-flow due at time j, and rj is the spot rate associated

with the maturity j.

To reduce the dimensionality of estimating the ’T’ number of spot rates

associated with ’T’ cashflows, the literature specifies a unique functional

relation that relates spot rates with the term to maturity, i.e.

rm = g(m; β)

A great deal of empirical literature focussed on identifying the function

g(..) and estimating β, with the constraint that it should be sufficiently

flexible to capture most patterns in the observed bond price data and at

the same time should not excessively parameterized. Once such a functional

relation is identified, one could routinely derive the spot rates for any given

maturity.

In the above formulation, the (dirty) price of a bond is expressed as a

deterministic function of interest rates alone. In order to take into the fact

that observed prices may deviate from the present value model prices in a

random manner, most of the empirical studies add an error term to equation

(1) implying,

Pd = P ∗ + ε (2)

where

P ∗ = ΣT
j=1

CFj

(1 + rj)j
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.

Assuming that the error term ε are independent and identically dis-

tributed (typically normal with zero mean) one could estimate the parameter

vector β by minimizing the error sum of squares.

As explained earlier, if the security specific non-interest rate factors are

systematically related to liquidity premium, the errors ε will not in general

have a zero mean and also be non i.i.d. In addition, since liquidity premium

will have a one-sided effect on bond prices, i.e. illiquid bonds will typically

have a lower price than a liquid one, the error term capturing the effect of all

omitted variables will not even be symmetric. Imposing a zero mean normal

distribution on the data would, therefore, lead to biases in the estimated

term structure.

3.2 Proposed framework

To control for and model the effects of non-interest rates factors on bond

prices, we, following the extensive literature on frontier production functions,

modify the equation (2) as:

Pd = P ∗ − U + υ (3)

where P ∗ = ΣT
j=1

CFj

(1+rj)j , υ ∼ N(0, σ2
υ), and U ≥ 0.0 and U ∼ N+(µU , σ2

U).

Notice that in the place of a single random error in equation (2), we have

two random error terms in equation (3) which are assumed to be independent

of each other and the regressors. The error term U, being a non-negative

(truncated) normal random variable, is expected to capture the effect of

liquidity premium on bond prices. The second error term υ, assumed to be

normal random variate, is expected to capture noise due to the effect of all

other factors that are omitted from the bond pricing equation.

According to equation (3),

E[P |.] = P ∗ − E[U |.] + E[υ] = P ∗ − E[U |.],

since E[υ|.] = 0. This would imply that a predicted price of a bond is given
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by the present value model price determined by the interest rate factors (P ∗)

minus the premium (E[U |.]) that it commands depending upon its degree

of illiquidity. Note that U is a non-negative variable but enters the pricing

equation with a minus sign. The higher is degree of illiquidity the greater will

be the premium and lower will be the price. For the most liquid bonds the

premium, E[U |.], is expected to be ’zero’ suggesting the interpretation that

P ∗ would correspond to the price of bonds on the most ’liquid frontier’. The

implied term structure of interest rates, g(m,β), correspond to the benchmark

yield curve that is devoid of the effects of liquidity premium. To elaborate,

if U is specified correctly to capture the liquidity premium in bond prices,

the expected price of a bond should always be less than or equal to P ∗. Of

course, the observed price of a bond can be greater than the liquid frontier

price due to the other unaccounted for factors that affect the price of bonds

captured by υ.

The formulation in (3) readily addresses the criticisms that we have raised

with respect to other approaches. It doesn’t require any pre-sampling of data;

it doesn’t require to specify, without estimating, a liquidity based weighting

scheme; and it explicitly recognizes the one-sided nature of the effect of

liquidity premium by characterizing with a truncated random variable.

In order to estimate the yield curve from the bond pricing equation (3), we

need to specify: the exact functional form for g(.;β), and the form of the den-

sity function for the truncated random variable, U. Given a density function

for U, and υ, we can write the likelihood function based on the joint density

function of (U,υ). The expressions for log-likelihood function are derived for

cases in which the one-sided random variable has either a truncated normal,

exponential or gamma densities (Greene (1993)). The parameter vector β

characterizing the yield curve, along with the mean / variance parameters of

U and υ, are estimated by maximizing the log-likelihood function using the

standard numerical optimization techniques. Given the estimates of these

parameters, we could derive the estimates of liquidity premia by computing

E[U |.] using the formulae given in Jandrow et all (1982).
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3.2.1 Model Specification and Estimation

In terms of model specification, we need to specify a functional form for

the term structure or ZCYC, g(m;β), as well as the density for the error

terms U and υ. For the yield curve, we use the well-known Nelson-Siegel’s

exponential polynomials linking interest rates and the residual maturity, and

truncated normal normal and normal distributions for the error terms U and

υ respectively. This would imply:

r(m, β) = β0 + β1 ∗

(
1− exp

(
−m

τ

)
m
τ

)
+ β2 ∗

(
1− exp

(
−m

τ

)
m
τ

− exp
(
−m

τ

))

f(U) =
2√

2πσUΦ(−µU

σU
)
exp

[
−(U − µU)2

σ2
U

]

f(υ) =
1√

2πσυ

exp(−υ2

σ2
υ

)

where r(m;β) is the interest rate function or the ZCYC, f(.) is the density

function of error terms, µ is the mode of the normal distribution truncated

from below at zero, and Φ is the standard normal cumulative distribution

function. As derived in the Appendix I, the likelihood function associated

with this specification for a sample of N observations is given by:

lnL = −Nlnσ−NlnΦ

(
− µ

σU

)
+
∑

i

{
lnΦ

(
µ

σUλ
− εiλ

σ

)
− 0.5

(
εi + µ

σ

)2
}

The log-likelihood function can be maximized with respect to the param-

eter vector to obtain the ML estimates of the parameter vector (β0; β1; β2;

τ ; µ; σU ; συ). Given the degree of non-linearity of both the bond pricing

model and truncated distribution model, the maximization of the likelihood

function will have to be done using numerical nonlinear optimization meth-

ods.
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In order to allow for the possibility that the liquidity premia is typically

non-i.i.d, and more importantly, would be systematically related to security

specific factors, we, following Kumbhakar, Ghosh and McGuikin (1991) in the

context of frontier functions, propose to generalize the model (3) by allowing

the mode of the one-sided error term U to be dependent on security specific

factors such as issue size, age and coupon. i.e.

µi = γ0 + γ1 issz + γ2 agex + γ3 cpn

where issz, agex and cpn are some affine transforms of variables issue size,

age and coupon of each security respectively. The intuition for introducing

these variables is as follows: the larger the issue size, the greater will be the

stock in circulation, the lower will be the search costs involved in matching

an order imbalance, resulting in lower transaction costs and greater liquid-

ity, thereby implying a negative relation between issue size and illquidity.

Similarly, because fixed income instruments have the characteristic of matu-

rity date being known at finite date besides certain pay-offs and the value

of the bond approaches a certain redemption value as the date of maturity

approaches, the incentive to trade that security in secondary market will

decrease and hold it till maturity will increase as the date of maturity is

approached. This, in turn, would imply that a greater proportion of bonds

issued long ago would go into a hold till maturity stock than recently is-

sued ones, thereby causing their illquidity to go up. Therefore, one would

expect a positive relation between age and illiquidity premia. Finally, due

to differential taxation of capital gains and interest income, and accounting

norms, low coupon bonds are favored than high coupon bonds at the margin,

leading to a negative relation between coupon and illiquidity. While we keep

these explanations in mind in specifying an illiquidity function, we do not

impose any constraints on the coefficients to match our intuition. In fact,

as we discuss later, we consider this as a test for validating the specification

for the illiquidity function. If the estimated γ coefficients have the expected

signs, then its an indication that the illiquidity function is correctly specified,

and hence the resulting yield curve is a risk free yield curve. Similarly, we

14



would also extend the model (3) by allowing for heteroscedasticity in error

terms U and υ, by making the error variances a function of residual maturity

and duration respectively. This is to control for the effect of heterogeneity

in cross-section regression errors on the parameter estimates and illiquidity

premia 3.

As for the derivation of likelihood function, one needs to just replace

the µ and σU value with the µi and σUi
function given above. As shown

by Kumbhakar, Ghosh and McGuikin (1991) and Caudill, Ford and Grop-

per (1995), this will not pose any additional conceptual difficulties, though

the computational complexity will increase due to increase in the number of

parameters. Since the objective function is a highly non-linear function in

parameters, standard maximization methods such DFP or BFGS may have

difficulty in finding the global optimum (Goffe (1998)). Following the sug-

gestion of Goffe(1998), we use the Simulated Annealing algorithm, which

is found to be robust in finding the parameter vector associated with the

global optimum. All computations are undertaken in GAUSS package using

the Constrained Optimization (CO) module4.

3.2.2 Model Validation

In order to check the empirical validity of our model specification, we propose

to examine the results by asking the following questions:

• does the model pass the statistical diagnostics? As can be seen from

the model specification, under the null that σU and all γ coefficients

are equal to zero, the proposed model will be equal to the standard

yield curve estimation problem. This would give us the possibility to

conduct an LR test comparing the restricted model with an unrestricted

frontier function model. Rejection of this null would mean an indicate

the validity of the frontier function framework to model the illiquidty

3see Caudill and Ford (1993) and Caudill, Ford and Gropper (1995) for details on the
effect of neglected heteroscedasticity on the estimate of mode of one-sided error term, the
illiquidity premia in our context.

4We have combined and modified GAUSS codes of Professors Lars svenson and Bill
Goffe for this purpose.
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phenomenon. This in our view would constitute a first step in checking

the model adequacy.

• do the estimates of the liquidity premium meaningful, and whether the

relation between liquidity premium and security specific factors such

as age, issue size etc.. in tune with the literature?

• how does the yield curve associated with the frontier price function

compared with that of the average price function? If our argument

about the effect of liquidity premium on the average yield curve is

indeed correct, one should find that the frontier yield curve generally

lies below the average yield curve.

• how does the new framework perform vis-a-vis the earlier approaches

in terms of fit to the observed bond prices? If our model specifica-

tion is correct, it should predict the bond prices more closer to the

observed prices than the average yield curve, since the ability to esti-

mate liquidity premia must ultimately improve the ability to predict

the bond prices. The test would relate to the error statistics such as

MAE associated with the frontier yield curve vis-a-vis the average yield

curve.

In conducting the model validation tests, we focus primarily on the in-sample

tests as we are not aware of procedures to do the out-of-sample tests on

the basis of a well-specified statistical framework. However, based on the

comments of referee, we do undertake a small out-of-sample exercise, the

details of which discuss in the appendix, to examine the performance of the

proposed framework vis-a-vis standard methodologies. In any case, since the

objective of the study is more to do with providing a framework to estimate

benchmark yield curves and not to forecast bond prices, the above validation

methodology should suffice.
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4 Data details

The data for the study are compiled from secondary market trades in Govern-

ment securities reported on every day on the Wholesale Debt Market (WDM)

segment of the National Stock Exchange (NSE). The estimation framework

takes into account various institutional details related to secondary mar-

ket trading and is adapted from our earlier study [Darbha, Dutta Roy and

Pawaskar (2001)]. The proposed period of analysis is from 1st Jannuary 1997

to 31st July 2002.

The NSE-WDM data 5 constitutes, on an average, about 60-70 per cent

of the total trades negotiated and comprise those trades that are negotiated

through member-brokers. The price information relates to ’traded prices’

rather than ’quotes’, and is not time-stamped. On every trade date and for

each individual trade, we have information on the security traded, traded

price, traded volume and settlement date. Security details viz. date of issue,

date of maturity and details of cashflows for the bond, are available from a

master file of securities available with NSE.

Bulk of the trading is in securities issued by the Central Government, ie.

GoI securities; state government securities (SGT) account for a very small

number of the trades conducted on any given day. It is useful to mention

at this point that, state Governments being perceived as less credit-worthy

than the Centre, SGT are issued and traded at a credit spread over GoI

securities of same maturity. There are, in addition, differences in perceived

credit-worthiness across states that is reflected in inter-state coupon (yield)

differentials. To purge the estimated sovereign term structure of any of these

effects, the datable we use comprises only GoI securities. A widely held per-

ception in the Indian markets is that instruments with maturity less than

a year, being traded as money market instruments, reflect pricing consid-

erations different from that of longer-maturity securities. Further, pricing

differences are observed between T-Bills and G’secs of the same residual

5Information on trades reported on RBI-SGL is publicly disseminated only on the day
of settlement and could have trades conducted on different trade dates, which renders it
difficult to use it for the exercise at hand.
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maturity. Subramanian [2001] cites these as reasons for excluding such ob-

servations from the sample. Inasmuch as the objective of the current exercise

is to analyze the nature and extent of such influences, in addition to provid-

ing daily estimates of the term structure, we do not apply any such prior

filter on the data set.

Volume weighted average prices are used, where the average is computed

over trades with the same settlement date. This means that for each security,

we have as many observations as the range of settlement horizons for trades

negotiated on a given trade date.

Present value computations require information on time to coupon pay-

ments and redemption. These are calculated with reference to the settle-

ment date. Market conventions require computation of accrued interest on

a 30/360 basis for instruments with residual maturity exceeding a year and

on actual/365 basis otherwise (this includes T-Bills), and these are adhered

to in the computation of coupon accrual and time to cashflows.

There are various factors to which intra-security variation in prices can be

attributed. First, the scope for price discovery in negotiated deals is limited,

and even the dissemination of the transacted price is available to the market

after a considerable lag, an outcome of the current state of the market where

reporting rules are not very stringent. This may be an important factor

contributing to the observed dispersion in prices across different trades in the

same security. Further, within the T+5 settlement system, trades negotiated

on a given day can have settlement dates varying from current date to 5 days

hence. There are two mechanisms through which this exerts an impact on

the price. First, expectations about the likely directionality of interest rates

would be built into the contract if the term structure is expected to undergo a

significant change by the time the deal is settled. To discount the cashflows

for deals that do not settle on the current day, therefore, the appropriate

rates to be used are those that are expected to prevail on the settlement

date. We use implied forward rates - the best predictors of expected future

spot rates - to discount these cashflows.

Secondly, the negotiated price for a transaction that does not settle on the

same day would need to incorporate the net cost of carry. From the point of
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view of the seller, the opportunity cost involved in settling a deal T days into

the future is approximated by the foregone return in the call money market

(say), while the return is given by the coupon that accrues for these days.

If the net cost of carry is positive (negative), the negotiated futures price

will be higher (lower) than the spot price. To compute the net cost of carry

for the purpose of the empirical exercise, we proxy the overnight rate by the

short-term rate (β0 + β1) derived from the estimated term structure. The

cost of carry is added to the estimated spot price to arrive at the estimated

futures price 6.

5 Results

The proposed frontier function model (3) is estimated on the daily cross-

section of observations on bond prices. Since it is a cross-section regression,

we have all in all about 1600 regressions. We present the summary statistics

of these regressions to give the synoptic view of the results. Table 3 presents

the number of times the LR statistic for the null hypothesis that σU and

all γ coefficients are individually and collectively equal to zero. The results

indicate that except for the constant term for the year 1997, all other coef-

ficients are statistically different from zero. The LR test in the last column

also indicates that the standard specification (valid under the null) can not

be accepted for more than 90 percent of the days for all the years, thereby

supporting the evidence if favor of the frontier function specification. Thus,

the bond price data does seem to support the model specification presented

above 7.

6The assumption that implied forward rates are best predictors of future spot rates
appears questionable as the empirical evidence on this issue is not in support (Fama
(1990). Note, however, that this assumption is made for very short time intervals, such as
1 or 2 days, at which it could be valid empirically. Similarly, the fact that we use implied
forward rates in discounting cash flows doesn’t contradict the correction for the cost of
carry as the latter is required to account for the funding costs that a seller undertakes in
getting into a futures transaction.

7It should be kept in mind that the standard significance tests are not strictly valid
for the coefficients in variance function as the later have inequality restrictions of zero on
them
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In Tables 4 we report the averages of the estimates of the coefficients

relating the security specific factors and illiquidity premia taken over the

number of days in each year. The coefficients on issue size and age have

expected signs across all years, i.e ’issue size’ (’age’) is negatively (positively)

correlated with illiquidity premia. The coefficient on ’coupon’ has also been

consistently positive indicating a preference for low coupon bonds by the

market, except for the year 19988. All these coefficients are statistically

significant, supporting the specification for the liquidity function. In fact, we

would like to interpret this result to indicate that the one-sided error term

that we specify indeed captures the illiquidity premia in bond prices. The

results do not indicate, however, that the postulated relation is sufficient

characterization of illquidity factor as we may have committed the effect of

some other variables.

In table 5, we report the averages of the estimated illquidity premia ac-

cording to volume and maturity classes for the years 2001 and 2002. The

results clearly indicate that there is no monotonic relation between volume

/ maturity and illquidity premia though the illiquidity may be negatively

(positively) correlated with volume (residual maturity). This would imply

that usage of volume as a proxy for liquidity is at best imperfect and studies

such as Subramanian (2000) that regularly use volume weights to control for

illquidity effects in bond pricing may introduce some biases into the estima-

tion. The size of the estimated illquidity premia are also in tune with the

subjective estimates obtained from some of the market participants, reinforc-

ing the validity of the specified model that we established through statistical

tests earlier.

Having found evidence supporting the model specification, we now present

in Table 6 the estimates of the term structure of interest rates associated with

frontier price function vis-a-vis standard (average) price function. As men-

tioned above, if our argument about the effect of liquidity premium on the

average yield curve is indeed correct and the frontier function approach con-

trols for it appropriately, then we would expect the terms structure associated

8The averages are taken over all days and not just those that are statistically significant.
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with the later should lie below that of the former. This is because illiquidity

has a depressing effect on prices and if one attributes all the variations in

bond prices to the interest rates, then the later will be over estimated. In

Table 6 we present the averages of the difference between the frontier and

average yield curve taken over the number of days across years. The results

clearly indicate that, for most part, the frontier term structure lies below

the average term structure, and the differences are significant. For the years

2001 and 2002, the average difference ranges from 15 to 30 basis points over

various tenors implying that omission of liquidity factors bias not only the

level but slope of the yield curve as well. Typically the overestimation is

more at the short end. This could be due to the fact as the residual maturity

falls below one year, the trading activity in government securities falls and

the illiquidity rises due to which the standard approach overestimates the

interest rates at the short end. To the extent the term structure is expected

to act as a guide for monetary policy in so far as it captures inflation ex-

pectations, it is important not to use the average term structure as the later

is significantly affected by the omitted illiquidity factors. The frontier yield

curve on the other hand will provide a better alternative since it explicitly

controls for the effect of illiquidity factor.

From the point of view of pricing bonds and other bond derivatives, the

biases caused by using the average yield curve could be substantial. The

frontier yield curve, however, by itself does not provide a better alternative

since it can generate only a shadow liquid price for every security in the

portfolio and not a price at which the security could potentially be liquidated.

For this purpose, we need to deduct the estimated illiquidity premia for a

security, given its attributes, from the liquid or frontier price that it could

have commanded had it been most liquid. Note, therefore, that we have

two models that together generate the price of a bond: frontier yield curve

giving a liquid price and an illiquidity function giving an illiquidity premia.

Whether these models predict the price of a bond in a finer manner than

an average yield curve is purely an empirical question that can be answered

by analyzing how these predicted prices fare vis-a-vis observed bond prices.

It is to this end that we now turn. Table 7 presents the mean absolute
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errors (MAE) of our specification vis-a-vis standard approach across volume

and maturity classes for the years 2001 and 2002. The numbers in each

cell are the averages over the securities and number of days within each

year. The results clearly show that the MAE statistics for the frontier model

are significantly smaller for all classes and across years, indicating that the

pricing based on the proposed framework tracks the observed prices much

more closely than the standard framework. Also to be noted is the fact that

MAEs associated with the standard approach clearly increase with maturity

questioning the assumption that the errors in pricing equation are random.

No such patterns can be found in the MAEs associated with the frontier

function model validating the basic specification. The superior ’in-sample’ fit

provided by the proposed model, therefore, provides a strong case for the later

as a benchmark for pricing bonds and their derivatives. It should, however,

be noted that there is an increase in the MAEs across classes over years

2001 and 2002 for both the proposed and standard models. This could be

due to the increase in the volatility of interest rates and bond markets in the

recent past due to various policy changes. To the extent some of these factors

haven’t been taken into account explicitly in modelling the illiquidity premia,

the frontier function model will also not capture the increased variation in

bond prices.

6 Conclusion

Estimating a risk free Term Structure of Interest Rates or Zero Coupon

Yield Curve from the observed bond prices would involve controlling for the

effects of security specific non-interest rate factors that affect bond prices.

In this paper we propose a new framework to estimate bench-mark default

and liquidity risk free yield curve using the stochastic frontier functions. The

methodology explicitly controls for the effects of security specific factors such

as age, issue size, coupon and residual maturity on bond prices in estimating

the yield curve. The proposed model is estimated using the daily secondary

market data from NSE-WDM for the period Jan 1997 to July 2002. We
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find that the new methodology not only identifies frontier yield curve that

is significantly different from the standard zero coupon yield curve and gives

reasonable estimates of liquidity premia, but also performs better than the

standard yield curve models in predicting bond prices.

In terms of future work, the present exercise can be extended in four re-

lated directions. First, to establish the superiority of the proposed model over

the standard yield curve models, it is important to obtain the out-of-sample

comparisons. One needs to design a clever sample separation methodology

for this purpose as any simplistic schemes of splitting the sample into in-

sample and out-of-sample data sets will lead to biases in the estimation and

testing. While we attempt a preliminary exercise in this paper, we feel that

far more extensive work on this aspect is required to make a consistent and

robust inference about the superiority of the frontier function model vis-a-vis

others. Second, the proposed framework could be extended by considering

alternate functional forms both for the term structure relation and the den-

sities for error term U. For example, one could consider Cubic or B spline

models for the yield curve and exponential or gamma distribution functions

for the one-sided error terms characterizing the illiquidity premia. Third,

the model for illiquidity premia could be extended by considering alterna-

tive functional forms through which the security specific factors affect the

illiquidity premia. Any improvement in the fit in this regard will improve

the overall fit of the model. Finally, assuming that the illiquidity function is

stable over some pre-specified period of time, one could consider formulating

this problem in a panel frontier function framework by pooling the time series

of cross sectional data. This would significantly increase the precision with

which we can estimate the illquidity premia associated with each security.

We propose to undertake some of these extensions in our future work.
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Appendix I - Econometrics of Frontier functions9

The bond pricing equation that accounts for the effects of liquidity premia

may be written as,

Pd = P ∗ − U + υ (4)

where

P ∗ = ΣT
i=1

CFi

(1 + ri)i
,

υ ∼ N(0, σ2
υ),

and

U ≥ 0.0

and

U ∼ N+(µU , σ2
U).

The error term U, being a non-negative (truncated) normal random vari-

able, is expected to capture the effect of liquidity premium on bond prices.

The second error term υ, assumed to be normal random variate, is expected

to capture noise due to the effect of all other factors that are omitted from

the bond pricing equation.

The density functions of these random variables, U and υ, are, therefore,

given by:

f(υ) =
1√

2πσυ

exp(−υ2

σ2
υ

)

f(U) =
2√

2πσUΦ(−µU

σU
)
exp

[
−(U − µU)2

σ2
U

]
where µ is the mode of the normal distribution truncated from below at

zero, and Φ is the standard normal cumulative distribution function.

Under the assumption that υ and U are independently distributed, we

can write their joint density as,

9This section borrows from Kumbhakar and Lovell (2000)
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f(υ) =
1√

2πσυ

exp(−υ2

σ2
υ

)

f(U, υ) =
2√

2πσUσυΦ(−µU

σU
)
exp

[
−(U − µU)2

2σ2
U

− υ2

2σ2
υ

]
Since, ε = υ − U , we can write the joint density of U and ε as,

f(U, ε) =
2√

2πσUσυΦ(−µU

σU
)
exp

[
−(U − µU)2

2σ2
U

− (ε + U)2

2σ2
υ

]
The marginal density of ε is

f(ε) =

∫ ∞

0

f(U, ε)dU =
1

σ
φ

(
ε + µ

σ

)
Φ

(
µ

σλ
− ελ

σ

)[
Φ

(
− µ

σU

)]−1

where, σ =
√

(σ2
U + σ2

υ) and λ = σU

συ
, and φ is the standard normal density

function.

The composite error, ε, is asymmetrically distributed with mean and

variance given by,

E(ε) = −E(U) = −µα

2
− σUα√

2π
exp

{
−1

2

(
µ

σU

)2
}

,

V (ε) = µ2α

2

(
1− α

2

)
+

α

2

(
π − α

π

)
σ2

U + σ2
υ

where, α =
[
Φ
(
− µ

σU

)]−1

.

The log-likelihood function for a sample of N observations can be written

as

lnL = −Nlnσ−NlnΦ

(
− µ

σU

)
+
∑

i

{
lnΦ

(
µ

σUλ
− εiλ

σ

)
− 0.5

(
εi + µ

σ

)2
}

The log-likelihood function can be maximized with respect to the param-

eter vector to obtain the ML estimates of the parameter vector (β; µ; σU ; συ).

Given the degree of non-linearity of both the bond pricing model and trun-
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cated distribution model, the maximization of the likelihood function will

have to be done using numerical nonlinear optimization methods. Since the

objective function is a highly non-linear function in parameters, standard

maximization methods such DFP or BFGS may have difficulty in finding

the global optimum (Goffe (1998)). Following the suggestion of Goffe(1998),

we use the Simulated Annealing algorithm, which is found to be robust in

finding the parameter vector associated with the global optimum.

Given the joint density of U and ε and the marginal density of ε, we can

derive the conditional density of U as:

f(U |ε) =
f(U, ε)

f(ε)
=

1√
2πσ∗[1− Φ(−µ∗i /σ∗)]

exp

{
−(U − µ∗i )

2

2σ2
∗

}
,

where µ∗i =
(−σ2

Uε+µσ2
υ)

σ2 and σ2
∗ =

σ2
Uσ2

υ

σ2 .

Following Jandrow et all (1982), we can derive the conditional mean of

U is given by

E(Ui|εi) = σ∗

[
µ∗i
σ∗

+
φ(µ∗i )

1− Φ(−µ∗i )

]
.

The point estimates of the conditional and unconditional illquidity premia

for any bond with observed price Pi is thus given by the estimators E(U |ε)
and E(ε) respectively.
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Appendix II - Out-of-sample Comparisons

As mentioned in above, conducting out-of-sample tests within a cross-

sectional regressions is not as straight forward as it is in the case of time

series regressions. The basic problem is related to the choice of the data set

to be used in the estimation and the data set to be used in testing. Any

arbitrary choice of splitting the total datasets could produce biased results.

In addition, in the context of yield curve estimation, splitting of total data set

may result in the loss of observations in certain maturity segment that may

have non-trivial consequences to the estimation yield curve, thereby affecting

the rest of the results as well. For these reasons, we have, at the first stage of

our exercise, did not did not undertake the out-of-sample comparisons. If the

focus of the study is to suggest a framework to identify the benchmark yield

curve, the validation through forecasting may not be necessary to establish

the validity of the former.

However, taking the comments of the referee on the first report and second

reports of this project in to account, we have conducted, following similar

studies in the literature, an out-of-sample exercise. In order to avoids the

potential biases that may be involved in dropping certain observations from

the total data set, we drop one observation at a time and conduct the yield

curve estimation with the rest ’n-1’ observations and predict the left out ’n’

bond’s price using the estimated yield curve and collect the error; repeat

the same procedure for each of the n observations, which would result in

’n’ out-of-sample errors for each trading day for both average and frontier

yield curves; given these out-of-sample errors for all the trading days in

the data set, we then compile MAEs for each day and over days within

each volume and maturity categories as was done in the case of in-sample

analysis. Given that this exercise would involve substantial computational

effort, we confine this exercise only to the period April 2001 to March 2002.

The results are reported in Table 8 10. The results clearly indicate that even

on an out-of-sample basis, the frontier Yield curve model outperforms the

10It should be noted that in doing out-of-sample analysis we use the unconditional
estimate of E(U) as an estimator of illiquidity and not the conditional estimate as we do
not purport to observe the price.
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average yield curve model across volume and maturity segments, although

there is an increase in the size of MAEs across both models. Prima facie,

this would imply that the proposed framework could be useful for better

prediction of bond prices compared to the standard yield curve models. A

more elaborate study on out-of-sample testing of this model would still be

needed to control for all possible biases in the estimation that would have

been caused by the kind of ’rolling’ sample selection that we have used in

this study. We propose to pursue it in our future work.
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Table 1 Most actively traded bonds on NSE-WDM

Security Volume(Rs.Cr.) Ntrd Age TTM Iss.Siz(Rs.Cr.)

11.4 CG2008 56202.84 9589 0.17 7.83 60000
11.3 CG2010 39491.23 6580 0.21 9.79 90000
12.5 CG2004 35488.64 6084 6.27 3.73 111960
11.03 CG2012 28964.03 4642 0.24 11.76 95000
11.9 CG2007 20751.25 3448 2.09 6.91 135000
11.99 CG2009 19341.35 2980 1.23 8.77 135000
11.15 CG2002 16533.00 2435 2.83 2.17 50000
11.43 CG2015 12443.57 1896 0.19 14.81 120000
11.00 CG2006 10664.00 1757 0.21 5.79 30000
11.68 CG2006 10016.21 1555 1.22 5.78 75000

Table 2 On-the-run Vs. Off-the-run Securities

11.5 2011A 11.5 2011

Month Traded Volume Weighted YTM Traded Volume Weighted YTM

Nov − 00 10320.5 11.501 240.0 11.549
Dec− 00 31720.0 11.243 160.0 11.365
Jan− 01 24173.2 10.725 1951.5 10.967
Feb− 01 17640.8 10.385 1560.0 10.460
Mar − 01 9150.2 10.299 702.0 10.516
Apr − 01 20473.7 10.244 350.0 10.348

Note: Outright transactions only; ie. excluding repo trades Source: NSE
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Table 3 Liquidity Function parameters (Number of times significant)

Variable 1997 1998 1999 2000 2001 2002

Nobs 290 289 290 281 287 149

Const 42 34 45 46 223 132
Issiz 280 259 260 222 285 147
Age 252 239 206 197 269 140
Cpn 235 216 225 190 282 149

σU 290 286 290 280 287 149
Dur 276 250 210 186 207 134
ttm 273 159 256 196 287 144

LR-test 281 256 273 266 272 132

Table 4 Parameters of the Liquidity Function (Average Value)

1997 1998 1999 2000 2001 2002

Const 0.045 0.039 0.037 0.045 0.191 0.179
Issiz -0.403 -0.229 -0.259 -0.127 -0.406 -0.518
Age 0.201 0.132 0.054 0.155 0.246 0.165
Cpn 0.294 -0.013 0.114 0.066 0.386 0.406
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Table 5 Size of Liquidity Premium (average)

Residual Maturity (years)

Volume 0-1 1-3 3-5 5-7 7-10 10+

2001

0-5 0.251 0.699 0.560 0.751 1.653 1.291
5-10 0.276 0.753 0.488 0.820 1.803 1.280
10-25 0.294 0.743 0.440 0.529 1.674 1.196
25-50 0.360 0.723 0.389 0.476 1.512 1.062
50-100 0.467 0.753 0.326 0.329 0.978 0.899
100+ 0.811 0.792 0.387 0.172 0.452 0.768

2002

0-5 0.223 0.424 0.392 0.908 1.293 1.541
5-10 0.238 0.472 0.348 0.999 1.581 1.534
10-25 0.231 0.458 0.340 0.853 1.385 1.366
25-50 0.265 0.450 0.316 0.637 1.223 1.093
50-100 0.166 0.392 0.303 0.754 0.887 1.009
100+ 0.291 0.377 0.122 0.304 0.708 0.701

Table 6 Frontier v/s. Average ZCYC: Difference in spot rates

Maturity 1997 1998 1999 2000 2001 2002

0.002 -0.90 -0.39 -0.21 -0.18 -0.34 -0.18
1 -0.52 -0.23 -0.17 -0.13 -0.30 -0.17
3 -0.20 -0.09 -0.11 -0.09 -0.24 -0.16
5 -0.10 -0.04 -0.07 -0.07 -0.20 -0.16
7 -0.07 -0.03 -0.04 -0.05 -0.17 -0.15
10 -0.07 -0.04 -0.01 -0.03 -0.14 -0.15
15 -0.08 -0.05 0.01 -0.01 -0.12 -0.15
20 -0.09 -0.07 0.02 0.01 -0.10 -0.15
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Table 7 In-sample Error Analysis: average MAE

Residual Maturity (in years)

Volume 0-1 1-3 3-5 5-7 7-10 10+

Frontier Function : 2001

0-5 0.09 0.05 0.09 0.11 0.17 0.09
5-10 0.08 0.06 0.09 0.09 0.13 0.07
10-25 0.07 0.05 0.09 0.09 0.11 0.07
25-50 0.07 0.05 0.08 0.09 0.10 0.06
50-100 0.11 0.05 0.08 0.14 0.10 0.05
100+ 0.21 0.06 0.03 0.36 0.12 0.05

Average ZCYC : 2001

0-5 0.12 0.31 0.56 0.82 1.39 0.90
5-10 0.14 0.32 0.53 0.76 1.33 0.85
10-25 0.14 0.31 0.61 0.69 1.20 0.82
25-50 0.16 0.28 0.60 0.69 1.07 0.72
50-100 0.20 0.27 0.62 0.76 0.86 0.65
100+ 0.34 0.25 0.35 1.36 0.91 0.61

Frontier Function : 2002

0-5 0.18 0.22 0.19 0.12 0.27 0.26
5-10 0.17 0.19 0.16 0.14 0.26 0.22
10-25 0.19 0.15 0.12 0.14 0.15 0.21
25-50 0.16 0.15 0.12 0.16 0.14 0.25
50-100 0.16 0.16 0.11 0.13 0.09 0.19
100+ 0.21 0.11 0.13 0.12 0.12 0.17

Average ZCYC : 2002

0-5 0.10 0.33 0.40 0.79 1.22 1.31
5-10 0.11 0.29 0.43 0.95 1.34 1.30
10-25 0.12 0.22 0.40 0.85 1.01 1.05
25-50 0.16 0.21 0.36 0.78 0.87 0.99
50-100 0.17 0.17 0.43 0.95 0.73 0.88
100+ 0.08 0.26 0.56 0.75 0.67 0.95
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Table 8 Out-of-Sample Error Analysis: average MAE

Residual Maturity (in years)

Volume 0-1 1-3 3-5 5-7 7-10 10+

Frontier Function : April 2001 to March 2002

0-5 0.19 0.13 0.14 0.13 0.21 0.14
5-10 0.18 0.12 0.09 0.19 0.22 0.16
10-25 0.19 0.08 0.11 0.21 0.16 0.12
25-50 0.13 0.07 0.12 0.14 0.12 0.11
50-100 0.15 0.11 0.16 0.15 0.14 0.09
100+ 0.31 0.12 0.17 0.26 0.21 0.12

Average ZCYC : April 2001 to March 2002

0-5 0.18 0.41 0.67 0.92 1.44 1.20
5-10 0.21 0.44 0.65 0.83 1.53 0.95
10-25 0.18 0.29 0.70 0.77 1.30 0.91
25-50 0.19 0.36 0.70 0.78 1.25 0.77
50-100 0.25 0.33 0.82 0.69 0.99 0.79
100+ 0.39 0.25 0.63 1.26 1.25 0.68
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