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Abstract

We find that several ex ante observable variables based on asset price
levels predict ex post risk premiums on common stocks of NYSE firmg of various
sizes, long-term bonds of various default risks, and U.S. Government bonds of
various maturities. The predictive ability is consistent over the 52-year
sample period from 1927 through 1978. EX post premiums on small-firm stocks
and low-grade bonds are more sensitive in January than in the rest of the year
to ex ante levels of asset prices, especially prices of small firms. We
consider the possibility that the significantly higher January returns on
these stocks and bonds are asscciated in part with increased risk around the

turn of the year.



I. Introduction

A question of long-standing interest to both academics and practitioners
is whether returns on risky assets are predictable. In other words, do
expectations about rates of return change over time? We ask, more specif-
lcally, whether there are ex ante observable variables that reliably predict
ex post "risk premiums," defined as rates of return in excess of the short
term interest rate.

To find that expected risk premiums on many assets change predictably
with a few common variables would complement nicely much of modern finance
theory. Asset pricing theories often relate (conditional) expected risk

premiums to (conditional) covariances in models of the form

K
E(r‘i) = k§1 BikYk . (1)
where Bik is the covariance between the return on asset i and the kth factor
of common risk, and Yy is the "factor premium" for this source of risk. |
[f the 8, 's are relatively constant over time, then changes in expected

ik

risk premiums for all assets are driven primarily by changes in the K factor
premiums, and K is presumed to be much less than the number of assets. The
theories themselves do not, however, specify which ex ante observable
variables might proxy for the factor premiums.

Previous evidence of ex ante variables that predict risk premiums is
confined primarily to specific types of assets and specific time periods. For
example, a number of researchers have found that excess returns on common
stocks are negatively correlated with measures of expected inflation during
the post-1953 period, but this result does not generalize to other types of

assets or to other subperiods.2 Indeed, Fama (1981) argues that the observed



correlation is spurious. What we lack is evidence that one or several variables
consistently predict risk premiums on a wide array of assets over a long
period of time. There have been steps in that direction, however, Recently,
Campbell (1984) finds that, in the 1559-1978 period, several measures
constructed from interest rates on U.S. Government securities predict risk
premiums cn Treasury bills, 20-year Government bonds, and the value-weighted
portfolio of New York Stock Exchange (NYSE) common stocks.3 Scme of the
strongest and most perplexing evidence that expected risk premiums change in a
predictable fashion is that, for more than fifty years, average returns on
many stocks and corporate ponds have been significantly higher in January than
in other months.

This study pursues the topie of changing expectations with two primary
objectives., A simpie valuation model suggests that levels of asset prices
might be inversely related to expected future returns. Thus, our first
objective is to construct variables that might proxy roughly for levels of
asset prices and to investigate whether these variables predict risk premiums
on a wide range of assets. The second objective is to investigate whether the
Seasonality found in (unconditional) average returns on many assets is
associated with changes in conditional €xpectations given asset price levels.

We construct three ex ante observable variables--one from the bond
market and two from the stock market--and find that they predict ex post risk
premiums on common stocks of NYSE-listed firms of various sizes, long-term
bonds of various default risks, and U.S. Government bonds of various
maturities. The same variables also predict differences between returns on
assets of the same type, such as small stocks versus large stocks, low-grade
versus high-grade bonds, and long-term versus short-term bonds. The bond-

market variable is the Spread between yields on low-grade corporate bonds and



one-month Treasury bills. The stock-market variables are {1) minus the
logarithm of the ratio of the real Standard and Poor's Index to its previous
historical average, and (2) minus the logarithm of share price, averaged
across NYSE firms in the quintile of smallest market value. The three
variables are related inversely to levels of asset prices, and, consistent
with a simple valuation model, the variables are positively correlated with
future returns,

We find that the ex ante variables, particularly the small-firm price
variable, receive a significantly larger coefficient in January than in other
months when predicting risk premiums on small-firm stocks and low-grade
bonds. In essence, January returns on small-firm stocks and low-grade bonds
are highest following years when asset prices are lowest. The regression
relation using the small-firm variable is strong enough in January, in the
post-1953 period, to explain nearly forty percent of the variance of the
difference between returns on stocks of small and large firms in that month.
These results suggest a tendency for increased risk of some sort around the
turn of the year. A January seasonal that we find in the ex ante risk
premiums of one-month private-issuer securities (e.g. commercial paper) is
consistent with such a hypothesis. We also fingd some weak evidence that the
frequency of large "bad news" events drops at the turn of the year for small
firms. One interpretation of this evidence is that January returns were high
during the sample period, at least in part, because rare negative outcomes,
whose risk was perceived ex ante, were unrealized ex post.

The paper is organized as follows. Section 2 describes the ex ante
variables, and section 3 investigates their ability to predict risk premiums
on common stocks, long-term corporate bonds, and U.S. Government bonds of
various maturities. Section 4 addresses the issue of seasonality, and section

5 investigates the behavior of Oone-step-ahead regression-based forecasts.



Section 6 concludes the paper with some suggested directions for future

research.

2. The Ex Ante Variables

Our basic objective is to ask whether current levels of asset prices can
predict subsequent rates of return. An intuitive motivation for this

investigation comes from a simple rational valuation model,

p oz, (2)

where p is an asset's price, E(c¢c) is the expected future cash flow, and d is a
discount rate. Versions of (2) have motivated numerous studies of asset price
variability. For.example, much of the "variance-bounds" literature asks
whether prices vary too much to be explained only by changes in gxpected cash
flows, given a constant discount rate [e.g., Leroy and Porter (1981), Shiller
(1681}, Grossman and Shiller (1981)}. Chen, Roll, and Ross (1983) use (2) to
suggest that the factors contributing to stock-price variability can be viewed
either as factors that change expected cash flows or as factors that change
discount rates,

The discount rate depends, at least in part, on expected holding pericd
returns for subsequent periods. In general, the discount rate will be an
increasing function of expected future returns.u If expected returns change
over time, then variation in the price can reflect variation in expected
returns {through the discount rate). Since much of the variation in prices is
likely to arise from changes in expected cash flows, prices themselves are, at
best, capable of providing the researcher with noisy measures of variation in
expected returns. Nevertheless, whether this measurement error destroys any

abllity of prices to prediet returns is an empirical question.



To investigate the general question raised above, we attempt to construct
variables that reflect levels of asset prices. Such an exercise is, by
nature, somewhat arbitrary. Asset pricing theories generally do not point to
specific variables as predictors. One could, in principle, use each asset's
own price to predict that asset's future returns.? Our focus, suggested by
models as in (1), is on whether there exist common movements in expected
returns or risk premiums. Therefore, we take a more aggregated approach. We
construct three ex ante observable variables, one from the bond market and two
from the stock market. All three variables are inversely related to the level
of asset prices. Therefore, given the discussion above, these variables
should be positively associated with future returns if expected returns
change.

The first variable, from the bond market, is the difference between
yields on long-term under-BAA-rated (low grade) corporate bonds and short term
(approximately one-month) U.S. Treasury Bills.6 The annual bond yield is
divided by 12, and the yield spread is stated on a monthly basis.

This ex ante yield variable, which essentially reflects the level of low-
grade bond prices (relative to promised payments), shares its motivation with
another bond-market variable proposed by Chen, Roll, and Ross (1983). They
examine the correlation between stock returns and the contemporaneous (ex
post) difference between returns on low-grade bonds and U.S. Government
bonds. Chen, Roll, and Ross argue that changes in the relative prices of low-
grade bonds proxy for changes in expected risk premiums. We address the
underlying proposition: that the level of prices is related to the level of
expected risk premiums. Chen, Roll, and Ross find that stock returns are
positively correlated with the contemporaneous bond return spread, and that

result is consistent with an increase in expected risk premiums {low bond



return spread) accompanying a decrease in the stock price (low stock
return). Such a result is also consistent, however, with constant expected
risk premiums. For example, the positive return correlation could simply
reflect a positive correlation between expected cash flows on stocks and low-
grade bonds. The ex ante yield variable allows a direct test of whether
expected risk premiums change.

The second variable, from the stock market, is minus the logarithm of the
ratio of the real Standard and Poor's Composite Index (the "S & P"j to its
previous long-run level. That is, we construct the variable -log(SP_ /3P, ),

t-1 £-1
where SP._, 1is the level of the index at the end of month t-1, deflated by

the Consumer Price Index, and SP Is the average of the year-end real

t-1
index over the 45 years prior to the year containing month t-1. Stating the
variable relative to a historieal average essentially produces a "detrended"
series without incorporating ex post information.'

Using the S & P here provides an interesting complement to the variance
bounds studies mentioned earlier. Those studies essentially ask whether all
of the variation in the S & P could arise from changes in expected cash flows
(dividends), whereas this study asks whether any of the variation in the S & P
is associated with changes in expected future returns (or discount rates).

The third variable is also from the stoek market, but it attempts to
capture the most volatile segment--small firms. Chan, Chen, and Hsieh (1983)
report that returns on small firms exhibit the greatest ex post sensitivity to
overall changes in expected risk premiums (as measured by the bond return
spread described above). One simple hypothesis that is consistent with their
evidence is that small stocks' own eXpected risk premiums are the most
volatile, That is, when expected risk premiums on all assets change, the

expected risk premiums on small stocks change the most, thereby producing the

highest ex post return sensitivity. This argument also suggests that the



level of small stock prices may provide a sensitive ex ante barometer of
expected future risk premiums.

The data do not allow the same sort of ex ante historical detrending of a
price (wealth) index as done above for the S & P. The small-stock price data
begin at the same point where we begin analyzing returns. We instead
construct a simpler measure: minus the natural logarithm of share price,
averaged equally across the quintile of firms with the smallest market values
on the NYSE. This variable exhibits no detectable trend, but it captures the
variation in small-stock prices. The first difference in the series is
essentially minus the capital gain return on an equally-weighted portfolio.

Figure 1 plots the monthly time series of the three ex ante variables
deseribed above. (The two stock-price variables are rescaled in order to show
all three series on the same graph.) The three series behave similarly, which
suggests that one might view any of the three as proxying (inversely) for a
general level of stock and bond pr‘ices.8 As the regressions that follow will
demonstrate, all three series appear to be positively associated with expected
future risk premiums.

[f expected returns change over time, particularly expected returns in
excess of the riskless rate (risk premiums), then asset pricing theories
suggest that these changes should be associated with changes in risk.

Specific measures of risk vary across priecing models, but a simple measure is
the variance of the return on the market portfolio. Merton (1980) entertains
a model in which the expected risk premium on the market is proportional to
market variance, and he uses the variance of the S & P as a proxy for market
variance. Figure 2 plots the monthly standard deviation of the S & P return,
beginning January 1928, where the monthly standard deviation is the within-

month standard deviation of daily returns.?



A comparison of figures 1 and 2 sSuggests at least some positive
association between the ex ante variables and the S & P standard deviation.
For example, standard deviations were high and asset prices were low (the
three ex ante variables were high} in the early 1930's and again toward the
end of that decade.'© Leverage-related bankruptey risks may also be inversely
related to the level of stock prices, especially if the levels of nominal debt
vary slowly through time. This study does not investigate the ability of
specific risk measures to prediet returns. Our basic objective, as motivated
earlier, is to investigate whether expected returns vary with levels of asset
prices., Nevertheless, one might reasonably argue that such variation in

expected returns at least partially reflects changes in risk.

3. Predicting Risk Premiums with the Ex Ante Variables

3.1 Risk Premiums on Long-Term Bonds and Common Stocks

We first examine risk premiums on seven portfolios formed from four hond
and three stock categories that Span a wide range of risk and return. The
portfolios are:

LTGOV -  long-term U.S. Government bonds; returns are compiled by
[bbotson and Sinquefield (1982) from the U.S. Government Bond
File at the Center for Research in Security Prices (CRSP) at the
University of Chicago;

LTCORP - high-grade long-term corporate bonds; returns are compiled by
Ibbotson and Sinquefield (1982) from data supplied by Salomon
Brothers (1946-1981) and Standard and Poors (1925-1945);

BAA - BAA-rated long-term corporate bonds; returns are compiled by
Ibbotson (1979);

UBAA - under BAA-rated long-term corporate bonds; returns are compiled
by Ibbotson (1979);

Q5 - common stocks making up the fifth quintile of firms ranked by
size on the New York Stock Exchange (NYSE), i.e., ?he quintile
containing the largest firms trading on the NYSE;1

Q3 - common stocks making up the third quintile of size on the NYSE;
and



Q1 - common stocks making up the first quintile of size on the NYSE,
i.e., the quintile containing the smallest firms trading on the
NYSE.

Data availability confines us to the period from January 1927 to November
1978. 12

Table 1 presents summary statistics for the monthly risk premiums in the
overall period and in two approximately equal subperiods. Risk premiums are

computed for each portfolio as the difference between the monthly return on
the portfolio and the monthly return on the shortest-term Treasury bill with
at least one month to maturity, as compiled by Ibbotson and Sinquefield (1982)
from the CRSP U.S. Government Bond File. We list the assets by decreasing
grades for the bonds and then by decreasing firm size for the stocks. Both
the averages and the standard deviations of the risk premiums (columns 1 and
2) tend to increase monotonically as one moves down the columns, although
there are several exceptions. The correlations between premiums on different
assets exhibit a similar property, in that as assets become farther apart on
the scale, correlations decline. For example, the GCovernment bonds have their
highest correlation with the high-grade corporate bonds and then display
progressively lower correlations with the lower grade bonds and the stocks.
The risk-premium autocorrelations are in general significantly larger than
zero only at lags one and nine and are more pronounced for the lower grade
bonds and smaller stocks. The first-order autocorrelations could reflect
nonsynchronous trading [Fisher (1966)], or they could be one indication that

e¢xpected premiums change over time.

3.2 Regressions with Annual Risk Premiums

Section Y4 below documents January seasonals in the regression
coefficients when monthly risk premiums are regressed on the ex ante

variables. Before proceeding to those monthly regressions and our discussion



of seasonality, we first examine annual risk premiums to focus on some basic
results, Annual risk premiums are defined again as returns in excess of
T-Bill returns, except here the monthly portfolio returns and the one-month T-
Bill returns are compounded over 12 months.

We regress, using ordinary least squares, risk premiums for each of the
seven portfolios on previous year-end values of the three ex ante variables:

the yield variable (yypas - ypg), the S & P variable (-log SP/SP), and

the small-firm variable (-log PQ}

overall period and both subperiods. 4ll t statistics shown are based on the

) . Table 2 displays results for the

standard errors proposed by White {1980), which are consistent in the presence
of heteroscedasticity. Such ad justed standard errors are typically larger
than the traditional estimates if the residual variance is positively
correlated with the independent variable, and this tends to be true here
(recall the comparison of figures ! and 2). Thus, the t statistics shown are
generally lower than their unadjusted counterparts.

In the overall period, the estimated coefficients on all three ex ante
variables are positive for all assets, and, with few exceptions, the co-
efficients are reliably nonzero at usual levels of significance. An F test
of whether the coefficients Jointly equal zero gives p-values of 003 or
less. Adjusted RS values range from .02 to .26, but most values exceed
0.10. The subperiod regressions confirm the results for the overall period.
All coefficient estimates in both subperiods are positive and of similar
magnitudes to those in the overall period. Many of the coefficients are
reliably nonzero, and the F test of Jjoint equality to zero gives p-values less
than .007 in the first subperiod and between .036 and .080 in the second

subperiod. Thus, the evidence appears to support the hypothesis that expected
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risk premiums change over time, and levels of asset prices evidently contain
information about expected premiums.

Another interesting feature of the regressions is the pattern of the
coefficients across assets. In the overall period, the ccefficients on each

of the ex ante variables increase monotonically with decreasing grade in the

bond market and then witn decreasing firm size in the stock market. Aan F test
of equality of the slope coefficients across the seven regressions produces p-
values of .17 for the yeld variable, .20 for the S & P variable, and .05 For
the small-firm variable. The same pattern emerges in both subperiods, with
the only real exception occurring for the yield-variable coefficients for the
stocks in the second subperiod. These results suggest that assets with higher
total return variinces also tend to have higher variances of conditional
expected returns associated with general asset price levels.

The regressions reported in this study share a problem common to many
empirical studies in finance and economics. The independent variable,
although predetermined with respect to the dependent variable, is stochastic
and most likely correlated with past regression disturbances. This chenomenon
leads to finite-sample bias in the regression coefficients and the ¢t
statistics. In this application, where the correlation between the past
regression disturbances and the independent variable is probably negative, the
slope coefficient is biased upwards, The bias in the regressions reported in
table 2 will be greatest when an asset's own previous price level is used to
predict that asset's return (e.g. when the below-BAA return is regressed on
the yield variable). When changes in the price-level variable are not highly
correlated with the dependent variable, then the bias is small {e.g. when the
Government bonds are regressed on the small-firm variable).!3 Given the

investigation reported in Stambaugh (1985), most of the t statistics for the
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slope coefficients in table 2 still allow rejection of equality to zero at
conventional significance levels, particularly in the bond regressions. The
weakest results occur with the regressions of stock returns on the small-firm
variable, but the results to be discussed later in section U indicate that the
predictive ability in those regressions is strong in one month of the year
(January). The latter results are not significantly affected by the bias
described here.

We do not report the results of regressing risk premiums on two or more
of the ex ante variables simultaneously. The variables are sufficiently
collinear so that, in such regressions, no single variable produces reliably

nonzero coefficients,

3.3 Term Premiums on U.S. Government Bonds

The previous section examines relatively long-lived assets whose future
nominal payoffs possess different amounts of uncertainty. Table 2 begins with
default-free Government bonds and then, roughly speaking, moves progressively
through the spectrum of payoff uncertainty. The same long-term Government
bonds also lie at the end of another asset spectrum: the default-free
instruments of different maturities. This section investigates whether the
variables that predict risk premiums in the previous section also predict risk
premiums, or "term premiums," of U.S. Government bonds and notes with various
maturities. A term premium is defined as the difference between a bond's
return and the return on a one-month T-bill,

As explained earlier, table 2 presents results for annual risk premiums,
since the regression coefficients for several of the assets examined there
appear to be nonstationary across calendar months. Seasonality is investi-
gated in the next section using monthly returns. The Government bond term

premium regressions exhibit no detectable seasonality, so we immediately
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present results here based on monthly returns.

Qur returns data consist of the file used by Fama (1981\1:;1).“4 The file
contains monthly returns, beginning in January 1953, on portfolios of notes
and bonds (no bills) formed according to the ten maturity classifications
listed in table 3 (second column). The first nine portfolios exclude "flower"
bonds with special estate tax features. The tenth portfolio is the same
Ibbotson-Sinquefield portfolio used in the previous section. That portfolio
contains the bond with maturity closest to twenty years, but the highest-
priced (relative to par) flower bond is chosen when no ordinary bond of
sufficient maturity exists.

We regress term premiums for each of the ten bond portfolios on the three
ex ante variables described earlier. The regressions are estimated by
ordinary least squares, and the t statistics again reflect standard errors
based on the heteroscedasticity-consistent adjustment of White (1980).

Table 3 displays the results. The coefficient estimates on all three
variables are positive for all maturity classifications, and many are reliably
nonzero. An F test of whether the coefficients Jointly equal zero gives p-
values of .15 for the yield variable, .10 for the S & P variable, and .02 for
the small-firm variable. These results are consistent with the hypothesis
that expected term premiums change over time. Moreover, the movements in
expected term premiums are evidently associated, at least in part, with
movements in the expected risk premiums on the other assets examined

earlier. In other words, there appear to be common movements in expected
returns for assets across a wide range of characteristics.

The (unconditional) average premiums, also shown in table 3, are highest
for the third portfolio (12 to 18 months) and then decrease as maturities

lengthen. This pattern of average premiums in the post-1953 period is noted
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by Fama (1984a), but, as Fama concludes, the average premiums are not reliably
different across maturities. ' The variability of the longer-maturity bond
returns makes it difficult to reject many hypotheses about the shape of the
term structure,

The regression slope coefficients in table 3 tend to rise monotonically
with maturity, unlike the average premiums, but here it is also difficult to
reject equality of conditional expected premiums across portfolios, especially
when the alternative hypothesis is vague or unspecified. For example, an F
test for equality of the slope coefficients against an unspecified alternative
gives p-values of 0.16 or more. Testing for equality of slopes and intercepts
gives similar results.

Some weak evidence against the null hypothesis of equality of the slope
coefficients emerges when that hypothesis is tested against the alternative
that the slope coefficients increase monotonically with maturity. If the ex
ante variables proxy for a dimension of ex ante risk, then this alternative
hypothesis essentially equates longer maturity to greater risk along that
dimernsion. While one might argue that this is merely the alternative
suggested by the data, we contend that it is also the alternative with the
greatest a priori appeal. The simplest test suggested by this alternative is
Lo compare the endpoints, i.e., the first and tenth portfolios., The last row
of table 3 reports the results of regressing the difference in returns between
the tenth and first portfolios on the ex ante variables. The slope co-
efficients in two of the three regressions are reliably positive,

Another approach to testing equality against this more specific alternative,
and one that uses all ten portfolios, is to specify the regression coefficients
as a function of maturity. We model the regression coefficients as a linear

function of maturity and then test whether the slcope of that relation is
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nonzero. In the case of the yield variable, for example, the slope coefficient

in table 3 for portfolio i (aTi) is specified as

;7 8+ gm, , L= 1, ..., 10 (3)

11

where and my 1s the maturity (in months) for portfolio i. For the first

nine portfolios we specify m; as the midpoint of the portfolio's maturity
range, and for the tenth portfolio we set My = 240. The parameters g5

and gy are estimated in a system of seemly unrelated regressions subject to
the joint (nonlirear) restriction in (3).'® The asymptotic t statistics for g1
range from 1.69 (for the S & P variable) to 2.08 (for the yield variable).
Again, we find weak evidence to reject the hypothesis of coefficient equality in
favor of the alternative that the coefficients increase with maturity.

If the slope coefficients do rise with maturiﬁy, then substituting
sufficiently large values of the ex ante variables into the estimated
regressions produces an upward sloping structure of conditional expected term
premiums. Figure 3 plots the estimated regressions for all maturities in the
case of the small-firm price variable. The average value of the small-firm
variable for the 1953-78 period is -2.47, which, when substituted into the
estimated regressions, gives the humped pattern of average premiums noted by
Fama (1984a). During the same period, the small-firm variable ranges from
-3.28 to -1.09, and it reaches a maximum of 0.22 in the earlier 1927-52
period. The higher values (which correspond to lower actual stock prices)
predict positively sloping term structures. For example, the 1927-52 average
of -1.76 for the variable lmplies such a structure, which presents an out-of-
sample forecast to be investigated. In the absence of a more complete model,
however, such exercises must be viewed primarily as illustrating the general
manner in which conditional expected premiums might change. If the cases of

negative and downward sloping premiums are truly ex ante phenomena, then there



are almost surely additional factors at work,

4. Risk Premium Seasonality

Previous studies report evidence of a positive January seasonal in bond
returns [Schneeweiss and Woolridge (1979), Keim and Smirlock (1983)1, and,
especially, in stock returns [Rozeff and Kinney (1976), Keim (1983)]. Table 4
reports average monthly risk premiums (with t-statistics) separately in
January and in non-January months for the seven long-term assets analyzed in
section 3.2, The averages are computed using weighted least squares to
estimate a regression of risk premiums on two dummy variables. The weights

used in each regression are 1/ the reciprocal of the within-month

spr
standard deviation of the S & P (displayed earlier in figure 2). We use
weighted least squares here and in the subsequent monthly regressions in an
attempt to obtain more efficient estimates in the face of significant
heteroscedasticity. The t statistics are again based on the White (1980)
adjusted standard errors to allow for neteroscedasticity that may remain in
the weighted regressions.

We find in table Y4 the same January seasonality in risk premiums on many
assets. With the exception of the long-term government bonds and the largest
common stocks, mean risk premiums are significantly larger in January than in
non-January months. 17 Further, the difference in means is more pronounced for
lower quality bonds and smaller stocks. The F-statistic in column Y4 for each
period tests the hypothesis that monthly expected risk premiums are equal in
non-January months; we can reject equality only for the below-BAA bonds,
primarily due to the first subpericd.

That this seasonality has persisted for more than fifty years suggests
that it relates to an ex ante phencmenon. In this section we report a January

seasonal in the ability of our ex ante variables to predict risk premiums.
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4.1 Seasonality and the Risk Premium Regressions

We regress risk premiums on the ex ante variables and estimate the
coefficients separately in January and in non-January months (again using
weighted least squares). Although the coefficients on all three ex ante
variables exhibit similarp seasonality, the seasonal pattern is strongest for
the coefficients on the small-firm price variable. In the interest of
brevity, we report only the small-firm variable regressions for the remainder
of the paper.

Table 5 reports the regression results for the overall period and for
both subperiods. In the overall period, the coefficients on the small-firm
variable are generally positive in January and in non-January months (the only
negative coefficient is the January coefficient for high-grade corporate
bonds), and the January coefficients are larger thaﬁ the non-January
coefficients {with the exception of government and high-grade corporate
bonds). The non-January coefficients are significantly nonzero for the bond
portfolios but not for the stock portfolios (the t statistics are 4.18 or more
for the bonds but 1.56 or less for the stocks). The January coefficients are
significantly nonzero for the lower grade bonds (BAA and below-BAA) and all
but the largest stocks. As in the annual regressions (table 2), the
coefficients on the ex ante variable tend to increase with decreasing grade
for the bonds and with decreasing size for the stocks, but this pattern is
more pronounced here for the January coefficients. As a result, the ¢
statistiec of the difference between the January and non-January coefficients,
t(a1J - a1r), tends to increase as one moves down the calumn, and equality of the
coefficients is rejected for the lowest-grade bonds and the smallest stocks. As
in the annual regressions, the subperiod results show that the effects discussed

above persist throughout the total period.



4.2 Seasonality and Differences in Returns between Assets of the Same Type

Much of the literature on seasonality in stock returns focuses on seasonal-
ity in the so-called "size effect," defined as the difference in common stock
return between the smallest and the largest firms [e.g., Keim (1983)]. The
evidence in table 4 suggests that a similar seasonal exists in the difference in
returns between low-quality bonds (e.g., UBAA) and high quality bonds (e.g.,
LTGOV). We regress differences in mean returns from the bond market (RUBAA -
RLTGOV) and the stock market (RQ1 - RQS) on the smail-firm price variable.

Panel A of table 6 reports the results for the bond returns and parel B contains
the results for the stock returns,

The coefficients on the small-firm variable in the overall period are, for
both the bonds and the stocks, reliably positive in January (both t statistics
are approximately 3.5), but the non-January coefficients are not significantly
greater than zero. Further, the January coefficient is significantly larger
than the non-January coefficient in both regressions. The same results appear
in both subperiods, although the effects are weak for the bonds in the second
subperiod.

The regressions in table 6, particularly those in panel B, demonstrate that
the small-firm price variable and the January intercept dummy explain a
substantial portion of the variation in the return differences. For example,
these regressions explain 15% of the variation in the difference in monthly
stock returns between the smallest and largest firms over the 1928 to 1978
period and 35% in the 1653 to 1978 subperiod. The explanatory power of the
small-firm price variable when the regressions are computed in January only is
also quite high. For example, the January R for the stocks is 24% for the

total period and 38% for the later Subperiod.
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4.3 The Prospect of Seasonal Risk

As the regressions reported above indicate, returns on all assets tend to
be highest when stock prices are low, but this tendency is concentrated in
January for many of the assets, especially stocks of small firms and low-grade
bonds. If low stock prices serve as a rough measure of increased risk of some
sort, then this seasonality in regression coefficients suggests that the risk
accompanying a given level of stock prices tends to be highest around the turn
of the year.18

An important guestion concerns the nature of the underlying risk.
Estimates of the traditional risk measure, beta, display some Seasonality,
but not enough to explain the average-return seasonality in the context of the
standard two-parameter model.79 Such time-series-based estimates of risk and
return rely on sample frequencies of possible outcomes to infer the true prob-
abilities of those outcomes. Uniess one is willing to specify the nature of
the underlying distribution (e.g., Normal), a very large sample may be required
to assess correctly the probability of rare large-magnitude outcomes, such as
very bad news. Pricing that is in fact rational given such possible outcomes
could appear to be anomalous to the researcher whose sample contains none (or
not enough) of those outcomes. This predicament has been dubbed the "peso
problem" in the foreign exchange literature, where the rare outcome is a
currency devaluation.29

Because very bad news is by nature rare, it is difficult to make
inferences about its probability based on sample frequency. An alternative is
Lo isolate such risk by examining relative asset prices. Fama (1984b) examines
"default premiums" on high-grade private-issuer money market instruments, such
as A1-P1 commercial paper, prime quality domestic certificates of deposit, and
prime quality bankers' acceptances. Default premiums are defined as returns in

excess of identical-maturity T-Bills. Defaults on such instruments are quite
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rare, yet Fama finds average one-month ex ante default premiums of one percent
or more (annualized)} over the 1967 to 1984 period. Given the apparent
liquidity of these instruments, it is difficult to attribute these premiums to
anything other than the probability of default. This is most likely another
illustration of the peso problem.

We entertain here the possibility that rare bad news events might have
seasonally varying probabilities. We first investigate this possibility by
examining the same ex ante one-month default premiums examined by Fama
(1984p) .21 Average default premiums on the private-issuer instruments are
highest in January. For example, the average default premium on A1-P1
commercial paper for the period 1/1967 to 2/1984 is 1.17% (annualized) over all
months, but January's average premium of 1.74% is the highest of all months.

To test more formally for seasonality, we estimate the time series regression

(Rep = Bpgly = ag + aydyp + ay(Rop - Brg)y 4+ uy,
.359 .695 .640 (4)
(4.41) (3.84)  (12.14) 2
o (W) = -.12

where RCP is the annualized percent return for one-month commercial paper, RTB
Is the annualized percent return on a one-month T-Bill, and dJt = 1 if month t
1s a January (zero otherwise). Results for all of the instruments are suffi-
ciently similar so that results are reported for commercial paper only. The ¢
statistic of 3.84 on the January dummy indicates that investors in one-month
instruments receive, other things equal, a significantly larger default

premium in January. This result suggests that, if these instruments are priced
rationally, the perceived ex ante risk of rare bad news (defaults) varies

seasonally.
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The regression results reported in tables 5 and 6 are consistent with the
hypothesis that expected returns and risk are higher (i) in January and (ii)} in
years when stock prices are low. However, if the appropriate measure of risk
includes the possibility of rare bad-news outcomes, then the ex post sample
results will tend to overstate the expected returns whenever the bad-news whose
risk was perceived was not realized ex post. Thus, even though the expected
returns might indeed vary in the manner suggested by the regressions, one
should probably be cautious in viewing the magnitudes as ex ante qﬁantities.

To illustrate this possibility, imagine that the probability of a firm's
announcing very bad news drops following the turn of the year. For example, if
the probability of bad news, conditional on no announcement, takes a discrete
drop at year end,’ then the stock price takes a discrete Jump upward. This
gives a large return to holding the stock over the turn of the year. Moreover,
this return will be largest in years of greatest ex ante risk (or perhaps
lowest stock prices).

We briefly describe here scme evidence that at least weakly supports the
hypothesis that the probability of very bad news drops following the turn of
the year, especially for small firms. Dur}ng the 1927-1981 periodg, delistings
of small firms (lowest quintile) were most frequent in December (30 delistings)
and least frequent in January (18 delistings), and delistings of small firms
Were accompanied by average monthly returns of -19,2%.22 During the 1926-1982
period, individual small-firm returns less than -50% were most frequent in
December and returns less than -40% were least frequent in January. (We
exclude a firm's return in the month of delisting.) While these results are by
no means conclusive, we suggest that, coupled with the earlier evidence on
default premiums, they raise the possibility that seasonality of rare-outcome-

Lype risk may be an important ingredient of the return Seasonality.
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5. Forecasting Risk Premiums with the Small-Firm Price Variable

The previous sections demonstrate that the small-firm price variable
receives positive and significant coefficients in regressions with a wide array
of asset returns. As a further check on the validity of these estimated
regressions, this section investigates the ability of the regressions to make
out-of-sample forecasts. Such an exercise, in addition to providing a somewhat
more practical perspective, allows us to verify that the bias discussed ear]ier
in section 3.2 does not significantly influence the reported regression
results. An evaluation of forecasting ability outside our sample period would
permit an analysis of only five or six years of data (when available). Aan
alternative that allows for comparisons over a much longer period is to use
1927 through 1952°as our initial base period and to examine forecasts over the
1953-1978 period. We compute "one-step-ahead" forecasts, which are based on
parameters estimated using data for all periods up to but not including the
forecast period.

Our objective is to compute one-step-ahead forecasts of risk premiums
based on regression parameters estimated with the small-Ffirm price variable and
then to compare these with "naive" forecasts of risk premiums based on their
historical means. Table 7 reports the percentage reduction in mean square
forecast errors obtained from comparisons of regression and naive forecasts.

As a rough measure of the statistical significance of the improvement in
forecasting ability, we report a t-statistic that tests whether, across
forecasts, the sum of the forecast errors is correlated with the difference
between the errors. This test is equivalent to a test of equality of mean
square forecast errors under the assumptions that the individual forecasts are
unbiased and the forecast errors are not autocorrelated (see, e.g., Granger and
Newbold (1977)].23 We report results for both monthly and annual one-step-

ahead forecasts.
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The results for the one-step-ahead annual forecasts are reported in the
last column of table 7. We define the percentage reduction in mean square
forecast errors as 100 x (MSE? - MSEQ)/MSE1, where MSE1 is the mean square
error of one-step-ahead forecasts based on the previous historical average,

and MSE2 is based on the one-step-ahead forecasts from the regression

) T (5)

(R - R} = aO + aT(-log P £o1 .

ASSET TB 't Q1

The base period for both sets of forecasts begins in 1927.

The improvement in one-year-ahead forecasting ability with equation (5),
as indicated by the percentage reduction in MSE in the last column in table 7,
s impressive--particularly for the bonds (17% to 27%) and small stocks
(12%). The t-statistics, although generally not large, do suggest reliable
improvement in forecasting ability for the lower-grade bonds . 2%

The results for the one-month-ahead forecasts are reported in the first
three columns in table 7. Mean 3quare forecast errors are computed over all
months as well as separately for January and February-December in order to
examine seasonal patterns in forecasting ability. We define the percentage
reduction in MSE for one-month-ahead forecasts as 100 x (MSE1 - MSEZ)/MSE1,

where MSE1 is the MSE of the one-month-ahead forecast based on the regression,

(RASSET - RTB)t = aojdjt +ag (1 - djt) +a, (6)

and MSE‘2 ls based on the regression (estimated with WLS),

(Rpsser - Rrgly = 30395t * 21 - dye) + 39y {-1og )y +

{(7)
+ aTr(1-th) (-log PQl)t-I + U,
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where djt is a January dummy. Thus our naive forecasting model, represented
by equation (6), accounts for the seasonal variation in the {unconditional)

mean of past returns, while the model of equation (7) also acounts for
seasonal variation in conditional mean returns given the level of small firm
prices. We report results for our seven asset categories as well as for the
return differences discussed in section 4.2,

The results for the one-month-ahead forecasts show that, for the stocks
and for the lower-grade bonds, most of the improvement in Forecasting ability
using equation (7) arises from the January forecasts. Thus, these results
support the regression estimates reported in section 4. The improvement in
January ranges from an 11% reduction in MSE for large firm stocks to 42% for
small firm stocks: The t statisties for the three stock portfolios indicate
statistically reliable reductions in MSE. In February-December, however, the
naive forecast for the lowest grade bonds and all three stock portfolios
cutperforms the forecast based on equation (7). A similar pattern is observed
for differences in returns of similar assets: the improvements in January
forecasting ability are 28% for UBAA minus LTGOV and 41% for Q1 minus Q5. For
the long-term government and high-grade ccrporate bonds, on the other hand,
forecasting ability is not concentrated in January. Overall, the results
suggest that the forecasting model in equation (7) possesses predictive

ability for a wide array of asset returns.

6. Implications for Future Research

The fundamental conclusion to be drawn from this study is that expected
risk premiums on many assets appear to change over time in a manner that is at
least partially described by variables that reflect levels of asset prices.

The implied directions for future research are several.
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If expected risk premiums or discount rates change, then one asset's
price relative to others is determined in part by the covariance between
unanticipated returns on that asset and unanticipated changes in expected risk
premiums, Chen, Roll, and Ross (1383), in a test of such a cross-sectional
pricing relation, propose a bond return spread (decribed earlier) as a proxy
for changes in expected risk premiums. This study's evidence suggests that
such a variable is indeed likely to proxy for changes in expected risk
premiums on many assets., If relative bond prices, say as summarized by the
yield spread used in this study, contain ex ante information about expected
risk premiums, as our evidence indicates, then a change in relative bond
prices, or a return difference, is likely to contain ex post information about
changes in expected premiums. By the same reasoning, our evidence that levels
of stock prices also contain information about expected risk premiums suggests
that stock returns also contain information about changes in expected
premiums.

Given that most pricing models call for conditicnal rather than uncondi-
tional moments, the ex ante variables used here are candidates for
prewhitening many return series to obtain deviations from conditional means.
For example, conditional covariances between prewhitened series, rather than
unconditional covariances, are generally the relevant risk measures (sik's)
in models as in (1).25 For many assets, where the explanatory power of the
regressions in sections 3 and 4 is relatively low, the distinction may be
minor. For other assets, however, where the explanatory power is higher,
€.8., January returns on small-firm stocks and low-grade bonds, the
distinetion between conditional and unconditional cross-sectional risk
measures may prove to be important,

In addition to conditional risk measures, conditional means themselves
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may allow more precise inferences about various hypotheses. For example, the
evidence on term premiums discussed in section 3.3 indicates that the relation
between conditional expected bond returns and time to maturity varies through
time. The difference in conditional expected return between long-term and
short-term bonds appears to vary inversely with asset price levels.
Conditional on sufficiently low asset prices, or perhaps sufficiently high
risk, the estimated regressions suggest that the term structure slopes upward.
If true, such behavior could make unconditional averages of term premiums less
useful in making inferences about the shape of the term structure.

One question that arises naturally in a study such as this is whether
additional ex ante variables have predictive ability. We have chosen to
define this study by restricting the number of ex ante variables and examining
risk premiums on a wide spectrum of assets, but the investigation could be
extended across a range of ex ante variables as well. A possible approach
would be to decompose our variables into several components., For example, the
single yield spread could be replaced by a number of yield spreads between
Instruments of various default risks and maturities.

Finally, we conclude that seasonality must be a consideration of any
study dealing with changing expectations. Not only is seasonality present in
average risk premiums on many assets, conditioned on simply the month of the
year, but seasonality is found also in the regression coefficients on the ex

ante variables that appear to predict risk premiums.
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FOOTNOTES

1Examples of such models include the Capital Asset Pricing Model of
Sharpe (1964) and Lintner (1965); the intertemporal models of Merton {1973),
Long (1974), Cox, Ingersoll, and Ross (1985), Lucas (1978), and Breeden
(1979); and the Arbitrage Pricing Theory of Ross (1976).

2See, for example, Bodie (1976), Jaffe and Mandelker {1976), Nelson
(1976), and Fama and Schwert (1977). The negative correlation is particularly
strong when the measure of expected inflation is simply the Treasury bill
rate, as in the last study, but the phenomenon is evidently confined to the
post-1953 period. For example, a regression of excess returns for the value-
weighted NYSE on the one-month T-bill return [from [bbotson and Sinquefield
(1982)] yields a coefficient of -2.81 with a t statistic of -3.28 in the 1953-
81 period, but the same regression in the 1926-52 period yields a coefficient
of -0.89 with a t statistic of -0.25.

3One of the measures, the yield spread between long-term Government bonds
and Treasury bills, is used earlier by Shiller, Campbell, and Schoennoltz
(1983) to predict excess returns on long-term bonds.

uIn some cases, the discount rate will Simply be an average of expected
future returns, such as when expected future returns are nonstochastic (e.g.
Fama (1977}]. In more general models, (2) would include covariances between
expected returns and cash flows, such as the valuation equation in Cox,
Ingersoll, and Ross (1985),

p, = El [ e(s) e"4(8i Clygy
t t

where the "discount" rate d(s; t) depends on the expected return for time
u, 8(u}, through

]
d(s; t) = | 8(u) du.
t

5In a cross-sectional study, Miller and Scholes (1982) propose the
reciprocal of share price as a proxy for expected returns.

OThe below-BAA yield series is obtained from Ibbotson (1978). We do not
use actual one-month T-bill yields; rather, we use the one-month return on the
Ibbotson-Sinquefield (1982) T-bill series. This series is based on the lowest
maturity T-bill available with at least one month maturity. Prior to 1938,
the maturity is often two to three months. (See also Ibbotson and Sinquefield
(1976).]1 Nevertheless, the yield difference series wanders slowly enough so
that the one-month T-bill variable we use should produce results very similar
to those with actual ex ante observable T-bill yields. Both the yield
difference and the stock price variables (defined below) possess high
autocorrelations, at least 0.95 at the first order and decaying slowly at
higher orders. When the regressions reported below are run instead on the
Same variables lagged several months, the results are very similar to those
shown, with explanatory power dropping gradually as lags increase.
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7Detrending Wwith ex post prices would most likely bias our results in
favor of finding predictive ability.

8Correlations between monthly levels range from .71 to .83; correlations
between monthly first differences range from .26 to .75,

%%s in Merton (1980), the monthly variance is the sum of squared
differences in log prices, where each squared difference is divided by the
number of days between trades (to adjust for holidays and weekends).

1OCorrelations between the standard deviation and the ex ante variables
range from .41 to .62; first differences are correlated from .01 (the yield
variable) to .31.

I]Stock returns data are obtained from CRSP. To create quintiles, we
rank in ascending order all NYSE firms on their market value of common equity
(the product of price per share and number of shares outstanding) at the end
of the previous year. Firms within a quintile are weighted, for a given month
L, by placing equal weights on each stock at the beginning of month t-1. The
month t weights are then the second-month weights in a two-month buy-and-hold
strategy. This reduces the bid-ask bias, as discussed by Blume and Stambaugh
(1983).

12Most of our series begin in 1/1926, and the low-grade bond series (BAA
and below-BAA) end in 1978. The annual regressions reported below in 3.2,
given that they require year-end data, are confined to the 1927-1977 period.
The monthly regressions reported below in section U use weighted least
squares, and the weights (the S & P standard deviation) begin in 1/1928. Thus
the 1/1927 - 11/1978 period includes the data used in any of our tests.

13Stambaugh (1985) investigates the bias when the independent variable
obeys a first-order autoregressive process. He finds that the {absolute) bias
increases with both the autocorrelation in the independent variable and the
correlation of the regression disturbance with the innovation in the
independent variable.

’”we thank Gene Fama for sharing this data.
158 similar conclusion is reached by McCulloch (1975).

16The estimates were produced by an iterative procedure (PROC SYSNLIN) in
the SAS computer program.

17The t-statistie t{a, - a]) in the third column of each period's results
tests the hypothesis that Qhe difference in means is zero. In the overall
period, the t-statistics for LTCORP, BAA, UBAA, Q3 and Q1 have p~values less
than .05,

18Low prices might also indicate previous tax losses, thereby supporting
the hypothesis that the January returns reflect a rebound from tax-loss
selling pressure. Roll (1983) finds that returns on an equally-weighted stock
index in the preceding year are negatively correlated with returns Surrounding
the turn of the year, and he Suggests a tax-loss selling explanation for these
results. We do not attempt to rule out such an explanation, Rather, we
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simply suggest an alternative, perhaps additional, source of the observed
phenomenon. Reinganum (1983, p. 102) concludes that "potential tax-loss
selling does not seem capable of explaining the entire anomolous return
behavior of small firms in January." Chan (1985) finds that, cross
sectionally, returns in a given year are negatively correlated with January
returns two years hence, and he also concludes that tax selling cannot be
the sole explanation of the observed seasonality.

19E‘or example, using daily returns on firms in the lowest twentieth of
all NYSE and AMEX firms ranked by size, Rogalski and Tinic (198Y4) report QL3
beta estimates of 1.34 in January as compared to 1.01 in the next highest
months (February and December). We have found (in unpubiished work) that
alternative samples and estimation methods yield a similar seasonal pattern.
To explain the seasonality in average returns using the traditional asset
pricing theory, however, such relatively small changes in beta require an
implausibly high market risk premium.

20See, for example, Krasker (1980).
2lye thank Gene Fama for sharing this data.

22These delistings are those for which there was no notice of delisting
prior to the given month, as classified by CRSP. Roll (1983) also observes
that delistings occur more frequently near January 1.

23The t statistic is "rough" in the sense that, if the true forecasting
apility of our regression model is zero, then the variance of the forecast
errors from the naive model is less than the variance of our regression
forecast errors, due to the extra noise that results from estimation of
additional parameters in the latter model. Thus, the expected value of the t
statistic reported here is negative with no forecasting ability. Finding t
statistics equal to zero is actually mild evidence of some predictive ability.

2”Recalling the discussion in footnote 21, the correct p-values are less
than those implied by the statistics we report.

23Two exceptions, in which unconditional covariances are appropriate even
if there exist ex ante variables with predictive ability, are the models in
Grossman and Shiller (1982) and Stambaugh (1983).
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Table 7

Performance of One-Step-Ahead Forecasts Based
on the Small-Firm Price Variable
(1953 -~ 1978)
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Percentage reduction in Mean square error (t-statistic in parentheses)

Monthly Forecastsb

Asset?d January Feb.-Dec. All Months Annual Forecasts®
Bonds
LTGOV -1.91 2.70 2.286 . 16.79
(-0.52)9 (1.37) (1.24) {1.52)
LTCORP ~2.98 3.79 3.09 19.76
{-0.,57) (2.12) {(1.83) (1.60)
BAA 11.50 2.21 3.55 19.68
{0.86) (1.10) (1.54) (1.93)
UBAA 33.93 -3.63 1.13 27.2%
(1.64) (-1.23) (0.31) (1.89)
UBAA-LTGOV 28.15 -6.84 -4.29
(1.24) (=2.47) {-1.32)
Stocks
05 10.84 -6.29 -3.74 5.98
(1.98) {(=2.75) (~1.75) (1,08}
Q3 16.76 ~6.31 -1.95 9.10
(2.469) (-2.98) (-0.95) (0.86)
o 41.85 -6.75% 7.78 11.67
(2.69) (-3.,39) (2.28} {0.85)
Q1~y5 40.54 -1.,84 13,07
(1.886) (-1.37) (2.93)
2 Asset categories are:
LTGOV - long-term U.S. government bond index constructed by Ibhotson and Singuefield
(1982);
LTCORP ~ long-term high-grade corporate bond index constructed by Ibbotson and
Sinquefield (1982);
BAA - BAA-rated corporate bond index constructed by Ibbotsaon {1979);
UBAA - under BAA-rated Gorporate bond index constructed by Ibbotson (1979);
Q5 ~ quintile of largest NYSE stocks;
[eX middle quintile of NYSE stocks;
Q1 - quintile of smallest NYSE stocks

b The upper value is 100 x (MSE1 - MSEZ)/MSE', where MSE] is the mean square error of one-—
Step-ahead forecasts based on the regression,

R - R = 4 1 - + 0
Rasser = Rpgle 203%4e t 3! dig) + vy
and MSE2 is based on the regression {(estimated with WLS},

R -R s - (“Iog B - “log P i
assET el ® g%t 35, (1 9yp) *+ 2,495, (-log Porteny *+ 2,00 dyel(1og Bo) o+ T,
whera d. = 1 if month t ig a January and djt = 0 otherwise. The bhage period for hoth

sets of forecasts begins 1/1928,

< The upper value ig 100 x (MSE1 - MSEZ)/MSE‘, where MSE
Step-ahead forecasts basged on the previous historical awv
Step-anead forecasts from the regresaion

ts the mean square error of cne-
erage, and MSE:2 is based on ona-

RasserPrg)y = 35 + a,(-Tog Forleoy * Uy o
The base period for both sets of forecasts begins in 1927,

d The t-statigtic tests whether, across forecasts,
correlated with the difference between the errors, The true correlation is zero if hoth
series produce unbiased errors with the sape variances. This tegt is equivalent to a
test of aquality of mean square forecast errors; See, e.g., Granger and Newbald (1977).

the sum of the forecaat errors is



BREEE RS AR MM

.

EQA4r—KMD OR»OR® 441 4 + m

<0373

+ 0230

10325

+0T 754

- 0130

91234

0075 o

i

o
T

e
;:S:..:I

Figure 1.
(solid line),

rescaled.)

the 5 & P variable
firm price variablae (short dashes) .

1958
DATE

Monthly time series of the vield variable
{long dashes), and the small-
(The latter two are

1938

Figure 2,
the 5 & P,

1958 1970
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1840

Monzhly time series of the standard deviation of
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Figure 3. Fitted regressions of term

Premiums (PREMIUM)
on the small-firm Price variable (PRICEVAR) for each of ten

maturity classifications (MATURITY).



