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1. Introduction

One of the most frequently used tests of linear restrictions on the
coefficients of the standard linear regression model is the Wald {1943)
test. 1In its original form, the Wald or W statistic is a quadratic form
involving the estimated information matrix as well as the linear
restrictions. However, it is well-known that the statistic may also be
computed by using the sums of squared residuals from regressions with and
without the restrictions imposed. It is the purpose of this note to present a
similar residuals-based Wald statistic for testing linear restrictions on a
single linear simultaneous equation estimated by two-stage least squares
{2SLS). This test statistic is based on restricted and unrestricted sums of
squared residuals but differs from the W-statistic for the standard linear
model through the use of residuals transformed by the projection matrix of
instrumental variables. The proposed statistic is equal to the "likelihood
ratio” statistic suggested by Gallant and Jorgenson (1979) for the nonlinear
25L5 estimator, so that this note is partly expository in nature. We do,
however, demonstrate the numerical equivalence of this statistic and the
original Wald statistic for the linear 2SLS estimator. We also derive a Chow
(1960) test for structural-parameter stability using the residuals-based W-

statistic in the context of single-equation estimation by 2S8LS.

2. The Wald Statistic

Consider the linear simultaneous equation with a priori excusion

restrictions and normalization imposed:

Yy = XSO + e (1)

where y is a Tx1 vector of observations of the left-hand side variable, X is



a Txqg matrix of observations of right-hand side exogenous or predetermined and
jointly endogenous variables, 50 is a gx1 vector of coefficients, and ¢ is a
Tx1 vector of disturbances. Let Z be a TxK matrix of observations of a set of

instrumental variables. We make the identification assumptions that:

L]
plim-EiE =0, Q nonsingular
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rank(plim Eé;j =q .
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We also make the following assumption on the relation between the instruments

Z and the disturbance g¢:

2 neo, 207" . (3)

Z'e
T

-

We are interested in tests of the linear hypothesis:

H: R§. =71 {4)

where R is a pxq matrix, rank (R) = p < q, and r is a px1 vector,

The most commonly used statistic for testing (4) is the Wald statistic
based on the 25LS estimator of 50. Denote by P the projection matrix
Z(Z'Z)’1Z' and let } and % be the predicted values from regressions of y on Z
and X on Z respectively, i.e., } = Py, % = PX. The 28LS estimator of 50 is
given by:

s = xRy = @) xy . (5)

For any consistent estimator 52 of 62, such as ;2 = {y - Xg)(y -~ X8)Y/{T - q),

the Wald statistic is then:

A ' Arh -1 1 -1 2 _
w = {R§ - r)'[R(X i{; R'] (R§ - r) (6)
g




which is asymptotically chi-squared with p degrees of freedom under the null
hypothesis R50 = r,

The form of the Wald statistic and the 2SLS estimator, and the equality
of the Wald and sums-of-squared-residuals statistics in the standard linear
model indicate how a residuals-based test statistic may be obtained. Consider
a restricted 2SLS estimator § which is obtained by solving either of the

following constrained minimization problems:

Min(y - %5)'(y - %5) subject to R§ = r {(7a)
§
Min(y - X§)'(y ~ X§) = Min(y - X§)'P(y - X§) (7b)
8 5

subject to R§ =r .

That the solutions of (7a) and {(7b) are identical follows from the symmetric

idempotence of P. Using eguations {5), (6), and the well-known constrained

1 1

least squares relation' § = § - (X'X)" R'[R(%‘%)_ R']_1(R3 - r) (which is

functionally independent of y or &), a straightforward calculation yields:

~

(v -~ X5)'(y - ¥§) - (y - %5)'{y - %8)

W = 5 (8a)
o2
Y - XY - KB - (7 - X8)' (¥ - X5)
~2
g
ENPIECES JLTES SRR R ILES (o5)
g

The Wald statistic is then the difference of the sum of sguared residuals of
the restricted and unrestricted regressions of y (or y) on X divided by 52.

Note that in the case of 28LS estimation, the numerator of the W-statistic



uses the residuals from the "second-stage" regression while the denominator
uses the structural residunals ; to form ;2, where ; =y - xg. Alternatively
the Wald statistic may be obtained by forming the restricted structural
residuals & = y - X3, projecting both ; and z on the instruments %, and
forming the numerator of W as the difference of the restricted and
unrestricted projected residuals. This is the form of the Wald statistic
given in equation (Bh).

Note that since § is obtained from a restricted least-squares computation
the same methods used in the standard linear regression model may be used here

to obtain the restricted estimator. For example, consider the following model

and linear hypothesis:

Then by adding and subtracting x1(51 + 52 - 1) to both sides of the second-
stage regression, we see that the restricted sum of squared residuals
(y - %K)‘(y - %E) can be obtained from performing 2SLS on

+ £. One word of caution is in order. In calculating W,

the set of instruments used in the restricted 2SLS estimation must be the same

as the set of instruments used in the unrestricted 25LS estimation. Our

discussion of stability tests in the next section will illustrate this point.

3. The Chow Test for a Single Simultaneous Eguation

A useful model validity check for a single simultanecus equation may be
obtained by extending Chow's (1960) coefficient stability test to the
simultanecus equations case. A "Wald" version of such a stabiilty test may be

formulated as well,



Consider again the single simultaneous eguation of Section 2. The Chow
test is constructed in the following manner. Divide the sample of T
observations into two subsamples, call them 1 and 2, each with T, and T,
observations respectively where T = Ty + Ty« Let y; be a Tix1 vector of
observations of the left-hand side variable, X; a Tixq matrix of observations
of right-hand side wvariables, and Z; a TixK matrix of observations of
instrumental variables, where rank (Zi) =K and i = 1, 2. Let the
unrestricted version of the two subsample equations be given by the two
equations:

y, = X8, +tegy o (i =1, 2) {9)

ZiIZ,
1g>limh-}|1—|_1 = Qi’ Qi nonsingular (1 =1, 2)
T. 4o
Z!Xi
rank[plim ] = q (i =1, 2) (10)
2i¢i a 2 ~1
T o~ N(O, O'.Q. } . (1 = 1, 2)
— i®i

For 1 = 1, 2 define the projection matrices Pi = Zi(Zizi)—1Zi and the

predicted values Xi = P, X,, y, = Piyi' The 251LS estimator of 5i for each

ivi
b , . -~ _ I\‘A _A! _ A'A _I\'A .
subsample i isg 5i (Xixi) lei (Xixi) Xiyi Let
~ ~ -~ R 2
.= , = X, 5.1 . o~ X8, R be ec t £ s,
o5 (yl Xlal) (yl Xlsl)/(Tl q) estimators of the o;'s Then a Wald

test-statistic for structural stability is given by:

- S onart2,5,5 =1 r2 s s o “
W= (6, - 80 oy (X0X)) "+ o (XIX) ] (s, - 8,) (11)

which is asymptotically distributed as chi-square with g degrees of freedom as

both T, and T2 increase.

1



We may use the results discussed in Section 2 to obtain a sums-of-
squared-residuals version of W Normalization by the estimated standard

deviation and stacking yield:

Y1/o1 X1/01 0 \ 61/01
y* = = + (12)

[\

Y2/c2 0 X2/02 e2/02

X*¥§* + %

fl

bDefine &§* and Z* as:

) 61 Z1/01 0
6* = . . Zk = - (13)
6 -~
Z
2 0 2/02
Let P* denote the projection matrix p* = Z*(Z*'Z*)_1Z*' = diag(P1, P2). Note

that Wc may then be interpreted as a Wald statistic of the form given in

~ ~ | X i B . | S T . |
1, § = 8%, (X'X) = dlag[gi(x;x1) ’ oz(Xéxz) ’

equation {6) with 02

R=[1 -1, and r = 0. TLet
q q

X, /g i /;

1709 >
X = Ol x = = VT (14)
X,/0, X,/a,

Then the restricted 2SLS estimator §* of g§* is [E{Eé]‘ where 31 = 32 =

m~ A _1’\ -

(x6x0) Xéy*. Equation (8) then implies that a form of We based on sums of

squared residuals is given by:



Wc = (y* - X*g*)‘P*(y* - X*g*) - {y* - X*g*)lp*(y* - x*@*) {(15a)

(y. - XF )P (y. ~XF.) - {y. - X.§ )P (y. ~ X.6.)
_ 1°917 "1t 191 - 1 1917 "1ty 1°17 (155)
Ty

(vy = Xy6,)'Pyly, = X,8,) - (¥, = X,8,)'Py{y, = X,8,)
Py
o)

The appropriate test statistic has the same form as the standard linear
regression case except, as before, the residuals here are Ffirst projected on
to the instruments.

Note that the restricted estimator is obtained by using 2K instruments
(the columns of Z*) as instrumental variables for the g right-hand side
variables X. That is, the restricted estimators Si uses the same instrumental
variables as the unrestricted estimators gi. Also, for simplicity we have
treated only the case where the variance of the disturbance is allowed to

2 would be equal to

differ across subsamples., A Chow test which imposes of = o,

a Wald statistic which used the same estimator of 02 in forming the estimates
of each of the asymptotic covariance matrices of %1 and %2. Finally, we have
not discussed the deficient observations case where Ty <Kor T; < g for some
i. The asymptotic theory which we have appealed to above would most likely

provide a poor approximation in this case,
4, Conclusion

To summarize, the suggested procedure for computing the Wald statistic is
the following:

(i} Form the restricted and unrestricted residuals ¢ = y - X5,

T =y~ X3.



(ii) Transform the residuals, using the projection matrix P, to

A

u = Pg, u = PE.
(iii) calculate W = (T - g){(u'u - G'G)/;'; 22 .
Xrank(R)

Provided that there are sufficient degrees of freedom, the procedure for the

Chow test is to perfom steps {i) to (iii) for each subsample and then compute

Wc = W1 + W2 5 Xé' where W; is the statistic obtained from step (iii) for

subsample i.



FOOTNOTES

1, See, for example, Theil (1971), p. 44, equation (8.9).
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